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Today, many organizations and companies increasingly need to use Big Data in order to increase
their income, strengthen competitiveness, and study the interests of customers. However, most
approaches to real-time processing and analysis of Big Data are based on the cooperation of several
servers. In turn, the use of multiple servers limits the possibilities of many organizations and companies
due to cost, management and other parameters. This research paper presents an approach for real-
time processing and analysis of Big Data on a single server based on a distributed computing engine,
and it is based on research that the approach leads to e�ciency in terms of cost, reliability, integrity,
network independence, and manageability. Also, in order to improve the e�ciency of the approach,
the methodology of optimizing the number of databases on a single server was developed. This
methodology uses MinMaxScaler, StandardScaler, RobustScaler, MaxAbsScaler, QuantileTransformer
PowerTransformer scaling functions together with Machine Learning Linear Regression, Random Forest
Regression, Multiple Linear Regression, Polynomial Regression, Lasso Regression algorithms. The
obtained results were analyzed and the e�ectiveness of the regression algorithm and scaling function
was determined for the experimental data.
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Ñåãîäíÿ ìíîãèì îðãàíèçàöèÿì è êîìïàíèÿì âñå ÷àùå íåîáõîäèìî èñïîëüçîâàòü áîëüøèå äàí-
íûå äëÿ óâåëè÷åíèÿ äîõîäîâ, óñèëåíèÿ êîíêóðåíòîñïîñîáíîñòè, èçó÷åíèÿ èíòåðåñîâ êëèåíòîâ.
Îäíàêî áîëüøèíñòâî ïîäõîäîâ ê îáðàáîòêå è àíàëèçó áîëüøèõ äàííûõ â ðåàëüíîì âðåìåíè
îñíîâàíû íà âçàèìîäåéñòâèè íåñêîëüêèõ ñåðâåðîâ. Â ñâîþ î÷åðåäü, èñïîëüçîâàíèå íåñêîëü-
êèõ ñåðâåðîâ îãðàíè÷èâàåò âîçìîæíîñòè ìíîãèõ îðãàíèçàöèé è êîìïàíèé èç-çà ñòîèìîñòíûõ,
óïðàâëåí÷åñêèõ è äðóãèõ ïàðàìåòðîâ. Â ýòîì èññëåäîâàòåëüñêîì äîêóìåíòå ïðåäñòàâëåí ïîä-
õîä ê îáðàáîòêå è àíàëèçó áîëüøèõ äàííûõ â ðåæèìå ðåàëüíîãî âðåìåíè íà îäíîì ñåðâåðå
íà îñíîâå ðàñïðåäåëåííîãî âû÷èñëèòåëüíîãî ìåõàíèçìà, è îí îñíîâàí íà èññëåäîâàíèÿõ, êî-
òîðûå ïðèâîäÿò ê ýôôåêòèâíîñòè ñ òî÷êè çðåíèÿ ñòîèìîñòè, íàäåæíîñòè, öåëîñòíîñòè, íåçà-
âèñèìîñòè îò ñåòè è óïðàâëÿåìîñòè. Òàêæå ñ öåëüþ ïîâûøåíèÿ ýôôåêòèâíîñòè ïîäõîäà áûëà
ðàçðàáîòàíà ìåòîäèêà îïòèìèçàöèè êîëè÷åñòâà áàç äàííûõ íà îäíîì ñåðâåðå. Â ýòîé ìåòîäî-
ëîãèè èñïîëüçóþòñÿ ôóíêöèè ìàñøòàáèðîâàíèÿ MinMaxScaler, StandardScaler, RobustScaler,
MaxAbsScaler, QuantileTransformer, PowerTransformer âìåñòå ñ àëãîðèòìàìè ëèíåéíîé ðåãðåñ-
ñèè ìàøèííîãî îáó÷åíèÿ, ðåãðåññèè ñëó÷àéíîãî ëåñà, ìíîæåñòâåííîé ëèíåéíîé ðåãðåññèè, ïî-
ëèíîìèàëüíîé ðåãðåññèè, ðåãðåññèè ëàññî. Ïîëó÷åííûå ðåçóëüòàòû áûëè ïðîàíàëèçèðîâàíû
è îïðåäåëåíà ýôôåêòèâíîñòü àëãîðèòìà ðåãðåññèè è ìàñøòàáèðóþùåé ôóíêöèè äëÿ ýêñïåðè-
ìåíòàëüíûõ äàííûõ.

Êëþ÷åâûå ñëîâà: áîëüøèå äàííûå, îáðàáîòêà â ðåàëüíîì âðåìåíè, ðàñïðåäåëåííûé âû-
÷èñëèòåëüíûé äâèæîê íà îäíîì ñåðâåðå, àðõèòåêòóðà, ìàøèííîå îáó÷åíèå, àëãîðèòìû ðåãðåñ-
ñèè, ìàñøòàáèðîâàíèå.

Introduction. Today, Big Data and Big Data analysis are considered as the basis for the
development of science, economy, society, government and all spheres, i.e. a new stage. For this
reason, many scienti�c and practical studies are being conducted on the collection, storage and
processing of Big Data. But fundamental works in scienti�c publications are still insu�cient [1].

The place of Big Data in the world economy can also be seen in the fact that the global
size of the Big Data analysis market in 2021 is estimated at 240.56 billion dollars. In 2020, this
indicator was equal to 70.5 billion dollars [2]. Also, the Big Data analytics market is projected
to grow from 271.83 billion dollars in 2022 to 655.53 billion dollars by 2029 [3]. The main
reason for this is that many organizations and companies seek to use Big Data to increase

© À.Ð. Àõàòîâ, À. Ðåíàâèêàð, À.Ý. Ðàøèäîâ, Ô.Ì. Íàçàðîâ, 2023
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revenue, retain customers, or improve product quality and become more competitive. Big Data
allows enterprises and organizations to gain a deeper understanding of their activities and make
strategic decisions in real time. However, not all enterprises and organizations are able to use
Big Data analysis solutions. This opinion is especially relevant to the representatives of small
businesses, which form the basis of the economy [4].

A number of studies are being conducted by world scientists on Big Data processing and
analysis. Such studies include parallel computing mechanisms in real-time processing and
analysis of Big Data [5�8], Hadoop ecosystem [9�10], distributed computing systems [11�15],
distributed databases [16�18], Blut technologies [19�22], use of Cluster technologies [23�24],
Grid system [25�27] can be cited as an example. Distributed computing systems are based
on the models, algorithms, methods and approaches proposed as a result of most of the
research. Due to the fact that a distributed computing system consists of several independent
computing machines that work together, their use for small business representatives has caused
an increase in costs. Sometimes these expenses can be more than the expected income. In
addition, distributed computing systems require fewer Big Data specialists and experts due to
the complexity of designing data security, integrity, and analysis. For these and similar reasons,
�nding other e�ective solutions for real-time processing of Big Data remains an urgent research
topic.

Based on the literature studied in this research work, and in order to eliminate the above-
mentioned shortcomings, a model of using a distributed computing engine on a single server
for real-time processing of Big Data is proposed. Also, in order to maintain the e�ectiveness of
the proposed approach, the methods of designing databases based on arti�cial intelligence will
be explained.

1. Materials and Methods.

1.1. Architecture of real-time data processing on a single server based on a distributed

computing mechanism. Big Data processing and analysis using a distributed computing system
is based on the approach of storing data on several servers. In this case, each server has its
own memory and operating system, and when requests are made by clients, the servers achieve
e�ciency by dividing requests or working together. An overview of the architecture of data
processing in a distributed computing system is presented in Fig. 1, a.

The Big Data processing and analysis mechanism proposed in this research work is based
on the distributed computing system's large-scale data processing and analysis approach. But
the proposed approach uses a single server instead of multiple servers. In the process of storing
large volumes of data, data is distributed to several databases on a single server based on
certain rules. That is, if in distributed computing systems data is distributed to several servers,
then in the proposed model it is distributed to the database of a single server. When a client
makes requests, the distribution model forwards the requests to the appropriate database.
When choosing the necessary database, the criteria used for dividing data into databases are
used. During the execution of the request, the search is not performed among all the data on
the server, this process is performed only in a certain database. As a result, the query is not
performed on all the data has a positive e�ect on the data processing time. The architecture of
data processing on a single server based on the distributed computing mechanism is presented
in Figure 1.b.

1.2. Positive and negative indicators of the approach to data processing on a single server

based on a distributed computing mechanism. The proposed approach can provide positive
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Fig. 1. a) Data processing architecture in a distributed computing system; b) Data processing architecture on

a single server based on a distributed computing mechanism

e�ciency according to several indicators. This can also be seen in the comparison with the
data processing approach in the distributed computing system in Table 1.

As can be seen from Table 1, the proposed Big Data processing and analysis approach
on a single server based on the distributed computing mechanism is more e�ective than the
distributed computing systems approaches in terms of cost, controllability, security, integrity,
and network reliability. The availability indicator of this approach depends on the constant
availability of electric current, protection from external in�uences, and this problem can be
practically solved. The main problem in the approach is the limitation of the amount of data
to be stored and processed, that is, the problem of scalability. This is related to the memory
resource of a single server, the more memory the server has, the more data it can process and
analyze in real time. Based on the proposed approach, servers with several terabytes of memory
resources allow real-time processing and analysis of data in the Fast Data class of Big Data.
Since Fast Data data processing and analysis can fully meet the needs of small organizations and
small business representatives, it is not important to pay attention to the scalability problem
of the proposed approach.

In order for the proposed approach to provide the expected e�ciency, it is necessary to
correctly organize the work of the distribution module in the server and correctly design the
databases. The work of the distribution module is considered to be correctly organized when it
is ensured that the incoming data is distributed as evenly as possible to the database based on
a certain rule. Distribution of data based on a speci�c rule helps to determine which database
to �nd them in the process of processing. Equal distribution of data helps to equalize the time
required for operations on the same databases and, as a result, to minimize the total time of
system operation.

1.3. Methodology for optimizing the number of databases in the approach of data processing

on a single server based on a distributed computing mechanism. The e�ciency of large data
processing on a single server based on a distributed computing mechanism depends on the
number of databases in the server. On the one hand, in the proposed approach time e�ciency
is achieved by increasing the number of databases, on the other hand, the increase of the
database, which is not proportional to the volume of data, has a negative e�ect on the time
indicator. Because the total number of databases is directly proportional to the time spent



À.Ð. Àõàòîâ, À. Ðåíàâèêàð, À.Ý. Ðàøèäîâ, Ô.Ì. Íàçàðîâ 7

Table 1

Evaluation of data processing approaches on a single server based on a distributed
computing mechanism and in a distributed computing system according to various indicators

Indicators An approach to data processing on a single
server based on a distributed computing
mechanism

Data processing architecture in distributed
computing systems

Cost building an infrastructure with a single
computer is several times cheaper than
a distributed computing system that
includes several servers

It is expensive due to the fact that it
contains several servers and requires special
methods and tools

Manageability A single server architecture requires fewer
specialists and labor management, and
the implementation of processes does not
depend on other servers

since the processes involved depend on
several servers, the management process is
complex and requires special specialists

Safety it is more possible to install security
controls on a single server than to ensure
the security of several servers

a head on a single server can threaten the
security of the entire head system

Availability availability is low compared to distributed
computing systems

Due to the fact that data can be replicated
on several servers, availability is high due to
the fact that the downtime of one server is
hidden by another server

Integrity integrity is easy to maintain because the
same data is stored in a single database on
a single server

integrity is di�cult to maintain because the
same data is replicated on multiple servers

Network

dependency

insensitive to network problems such as
network failures, latency, quality of service
and bandwidth overload

It is sensitive to any network failures and
delays due to the fact that several servers are
connected through communication channels
and are required to work cooperatively
through these communication channels

Scalability the size of the data is limited by the size
of the server's memory resource

data volume increase is solved by adding
new servers to the system

Parallelism only internal parallelism can exist High performance parallelism can be
achieved through multiple servers

on the distribution module. Therefore, in order to achieve high e�ciency in the approach, it
is necessary to determine the optimal number of databases. In the study, Machine Learning
algorithms were used to determine the optimal number of databases suitable for this data for
real-time data processing. That is, based on the data collected as a result of the experiment,
the optimal number of the database was predicted using various Machine Learning algorithms.

Optimization of the number of databases in the approach of processing big data on a
single server based on a distributed computing engine is carried out based on the following
methodology:

Step 1. Experimental tests are conducted on several servers individually based on the
proposed approach. In this case, the same set of data is distributed to di�erent number of
databases and the results of the processing process are recorded.

Step 2. The data collected as a result of mining is scaled for Machine Learning processing.
Step 3. Based on the scaled data, the optimal number of the database is predicted using

various Machine Learning algorithms.
Step 4. Prediction errors of Machine Learning algorithms are determined and optimal

algorithm is selected.
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Table 2

Proportionality of the data collected as a result of the experiment
to the time variable, correlation coe�cients

Correlation coe�cient
Variables Based on all the Collected only on the

information collected basis of big data

d.tuple 0.591772 0.536529
d.base −0.295736 −0.412476

volume.MB 0.558165 0.487971
RAM.MB −0.116031 −0.247784
RAM.s.MHz −0.102711 −0.241887

hard.d.r.s.MB/s −0.108392 −0.172707
CPU.MHz −0.124257 −0.247309
CPU.Core −0.087359 −0.210822

Cashe.L1.MB −0.087359 −0.210822
Cashe.L2.MB −0.087359 −0.210822
Cashe.L3.MB −0.093424 −0.219544

Step 1. During the research and experimental tests, the following information was collected:
✓d.tuple � total number of tuples in databases;
✓d.base � the number of databases where data is distributed on the server;
✓volume.MB � the total volume of data in the database (Mbayt);
✓hard.d.r.s.MB/s � the speed of reading data from the hard disk (Mbayt/sekund)
✓RAM.MB � RAM capacity (Mbayt);
✓RAM.s.MHz � RAM frequency (MHz);
✓CPU.MHz � processor frequency (MHz);
✓CPU.core � number of processor cores;
✓cashe.L1.MB � the size of the memory of 1st cache (Mbayt);
✓cashe.L2.MB � the size of the memory of 2nd cache (Mbayt);
✓cashe.L3.MB � the size of the memory of 3rd cache. (Mbayt);
d.tuple, d.base, time.secund and volume.MB can be used to determine the optimal number

of databases for a single server. All the collected information is used to determine the optimal
number of databases when the server parameters change.

Step 2. It is very important to scale the data before transferring it to Machine Learning [28].
The following data scaling methods were used in the study:

1) MinMaxScaler. This scaling method is calculated by formula (1):

xijnew =
xij − xjmin

xjmax − xjmin

(1)

here xij− is the variable at the intersection of the i row and the j column, xjmin− is the smallest
of the variables in the h column, xjmax− is the largest of the variables in the j column. The
data collected using the MinMaxScaler formula is brought to the interval [0, 1].

2) MaxAbsScaler. This scaling method is calculated by formula (2):

xijnew =
xij

max(abs(xj))
(2)
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Table 3

Error indicators depending on the scaling functions of the experimentally applied
Machine Learning algorithms. ∗degree � represents the degree of variables

in the Polynomial Regression algorithm

Type of
Algorithms
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Linear MAE 0.1030 0.1030 0.1030 0.1030 5.4786 4.4256 4.1186
Regression RMSE 0.1561 0.1561 0.1561 0.1561 6.8508 5.8557 5.6301

Random Forest MAE 0.0771 0.0705 0.0829 0.0833 0.0700 0.0600 0.0743
Regression RMSE 0.2614 0.2547 0.3072 0.3068 0.1770 0.2103 0.2650

Multiple Linear MAE 0.1750 0.6957 0.3500 0.1714 0.1009 0.4354 0.2882
Regression RMSE 0.2168 0.8617 0.4335 0.2123 0.1324 0.5528 0.3752

Polinomial degree = 5 degree = 5 degree = 6 degree = 5 degree = 5 degree = 2 degree = 2

Regression MAE 0.0490 0.1943 0.0602 0.0480 0.0275 0.4473 0.3393
RMSE 0.0834 0.3315 0.1200 0.0817 0.0421 0.5689 0.4090

Lasso MAE 0.2053 0.8160 0.4101 0.2011 0.2794 0.9946 0.8123
Regression RMSE 0.2515 1.0000 0.5026 0.2464 0.3223 1.0769 0.8722

here max(abs(xj))− is the largest absolute value in column j. Data values are scaled to the
interval [−1,1] using the MaxAbsScaler formula.

3) StandartScaler. The StandardScaler scaling method is based on formula (3):

xijnew =
xij − µj

σj

(3)

here µj− is the arimetic mean value of the variables in the j column, σj− is the mean square
deviation of the variables in the j column, determined using formula (4):

σj =

√∑
(xij − µj)2

Nj

(4)

here Nj− is the number of variables in column j. The defaultScaler formula scales data values
to a speci�c range, not [0 : 1]

4) RobustScaler. The RobustScaler scaling method is based on formula (5):

xijnew =
xij −Q2j

Q3j −Q1j

(5)

here Q2j is the median of the variables in the j column, Q1j � is the median between the
median and minimum of the ranked variables in the j column, Q3j is the median between the
median and the maximum of the ranked variables in the j column. It is more e�cient to use
RobustScaler wi a large minimum and maximum range.
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In addition to the scaling methods mentioned above, scaling methods such as Quantile
Transformer Scaler and Power Transformer Scaler were used during the research. The main
goal is to choose the scaling method that has the best result.

Step 3. Linear Regression, Random Forest Regression, Multiple Linear Regression,
Polynomial Regression and Lasso Regression algorithms of Machine Learning were used to
optimize the number of databases in the approach of data processing on a single server based on
a distributed computing engine. It is known that Linear Regression is based on the formula (6).

f(x) = a0 + a1 · x (6)

here x− is a known value, the goal of the Linear Regression algorithm is to �nd a0 and a1 that
determine a given f(x) the least error for a given value of x, and f(x) for the next incoming
values of x is to �nd the prediction value of ŷ.

The Linear Regression algorithm may not provide high accuracy because the optimal number
of databases in the study depends on several variables. In this case, the Multiple Linear
Regression algorim is more e�ective. The Multiple Linear Regression algorithm is based on
formula (7).

f(x) = a0 · x0 + a1 · x1 + a2 · x2 + a3 · x3 + ...+ an · xn (7)

here x0, x1,..., xn− are the input variables and x0 = 1. a0, a1,..., an− coe�cients to be found.
If the formula 7 is adapted to the rows of a certain data set, it comes to the equality in the

form of (8):

ŷ(1) = a0 · x(1)
0 + a1 · x(1)

1 + a2 · x(1)
2 + a3 · x(1)

3 + ...+ an · x(1)
n

ŷ(2) = a0 · x(2)
0 + a1 · x(2)

1 + a2 · x(2)
2 + a3 · x(2)

3 + ...+ an · x(2)
n

ŷ(3) = a0 · x(3)
0 + a1 · x(3)

1 + a2 · x(3)
2 + a3 · x(3)

3 + ...+ an · x(3)
n

...

ŷ(m) = a0 · x(m)
0 + a1 · x(m)

1 + a2 · x(m)
2 + a3 · x(m)

3 + ...+ an · x(m)
n (8)

From here, it is possible to extract the matrix of predictions � Ŷ and the matrix of
variables � X (9) and the matrix of coe�cients � A (10).

Ŷ =


ŷ(1)

ŷ(2)

...
ŷ(m)

 , X =


x
(1)
0 , x

(1)
1 , x

(1)
2 , x

(1)
3 , ... x

(1)
n

x
(2)
0 , x

(2)
1 , x

(2)
2 , x

(2)
3 , ... x

(2)
n

...

x
(m)
0 , x

(m)
1 , x

(m)
2 , x

(m)
3 , ... x

(m)
n

 (9)

A =
[
a0, a1, a2, ... an

]
. (10)

According to the matrix transposition property, formula (10) can be converted into
form (11):

AT =


a0
a1
...
an

 (11)

In the case of using formulas 9 and 11, formula (8) can be changed to form (12):
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
ŷ(1)

ŷ(2)

...
ŷ(m)

 =


x
(1)
0 , x

(1)
1 , x

(1)
2 , x

(1)
3 , ... x

(1)
n

x
(2)
0 , x

(2)
1 , x

(2)
2 , x

(2)
3 , ... x

(2)
n

...

x
(m)
0 , x

(m)
1 , x

(m)
2 , x

(m)
3 , ... x

(m)
n

×


a0
a1
...
an

 (12)

The formula of Multiple Linear Regression can be expressed by matrices in the following
short form (13):

Ŷ = X × AT (13)

The relationship between the data does not always represent a linear function. Often, the
elements of the data set are arranged very irregularly. At such times, using the Polynomial
Regression algorithm for prediction can be highly e�ective.

Step 4. In this study, the most widely used formulas of mean absolute error (MAE) and root
mean square error (RMSE) were used to evaluate the errors of Machine Learning algorithms.

2. Result. When determining the proportionality of the data collected as a result of
the experiment conducted in the study, the correlation coe�cients shown in Table 2 were
determined.

From the data in Table 2, it can be seen that the absolute value of the correlation coe�cients
of all variables is signi�cantly di�erent from zero. This means that all variables are proportional
to the time variable. Another conclusion from this experiment is that data proportionality over
time is more robust in large data (d.tuple > 1000000). Since the main goal of the research is
to increase the e�ciency of large-volume data processing, in the continuation of the research,
those tuples that satisfy the d.tuple > 1000000 conditions were used. One of the main results
obtained from the research methodology is the evaluation of algorithms for determining the
optimal value of the number of databases in the approach of data processing on a single server
based on a distributed computing mechanism. Table 3 shows the determined error indicators
depending on the scaling functions of the Machine Learning algorithms evaluated in the study.

As can be seen from Table 3, the best result, that is, the smallest mean absolute error
(MAE = 0.0275) and root mean square error (RMSE = 0.0421) was achieved by the
Polynomial Regression algorithm using the QuantileTransformer scaling function. These results
are very good for research work. Because MAE = 0.0275 means �nding the optimal number of
the database in accuracy. This means �nding the optimal number of databases wiin 1 error at
most, or no error at all.

3. Discussion. The fact that the absolute value of the correlation coe�cient of the
studied data is higher than zero does not always indicate the correlation of these variables.
In this study, CPU.Core, Cashe.L2.MB and Cashe.L3.MB are also independent of the time
variable. Because in the proposed approach, the tasks are not distributed to the processor
cores. Cashe.L2.MB and Cashe.L3.MB represent the size of the cache memory that stores
the data previously accessed. The results of the time indicator obtained in the study were
collected as a result of a single reference to certain information. In addition, since volume.MB
and d.tuple variables are linearly related, it is su�cient to use only one of them in the study.
One of the most important results obtained in the study is the change of error values using
di�erent scaling functions of Machine Learning algorithms. Many literatures suggest using
scaling functions MinMaxScaler or StandardScaler depending on whether the data set obeys
Gaussian distribution or not. But this research also shows that choosing the best scaling
functions is a matter of testing them.
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Conclusion. In this study, a Big Data processing approach on a single server was proposed
based on a distributed computing mechanism. The studied literature and the conducted
experiments can conclude that the proposed approach enables real-time processing of large
volumes of data on a single server, leading to e�ciency in terms of cost, reliability, integrity,
network independence and manageability. will come. This helps to meet the need for large-scale
data processing and analysis in many �elds.

Also, factors a�ecting the e�ectiveness of the proposed approach were highlighted in
the study. One of these factors is the number of databases on one server. MinMaxScaler,
StandardScaler, RobustScaler, MaxAbsScaler, QuantileTransformer PowerTransformer scaling
functions and Machine Learning Linear Regression, Random Forest Regression, Multiple
Linear Regression, Polynomial Regression and Lasso Regression algorithms were used to
increase e�ciency and determine the optimal number of databases. As a result of the
experiment, the best performance was achieved in the Polynomial Regression algorithm and
the QuantileTransformer scaling function. According to it, the smallest average absolute error,
MAE = 0.0275 and root mean square error, RMSE = 0.0421.
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