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AN EFFICIENT COMPRESSION ALGORITHM USING
DICTIONARY-TYPE DATA TRANSFORMATION

M.P. Bakulina

Institute of Computational Mathematics and Mathematical Geophysics SB RAS,
630090, Novosibirsk, Russia

DOI: 10.24412/2073-0667-2025-4-5-10
EDN: KUQHBT

The problem of efficient lossless compression for dictionary-type data is considered. For such data,
the coding algorithm is based on the use of a dictionary formed from the text received for compression.
It is also known that data processing, such as BWT, can improve the text compression ratio. In this
paper, an efficient dictionary-type data compression algorithm based on the modification of BWT is
proposed. Experimental results are presented. The results confirm the increase in the data compression
ratio by the proposed algorithm compared to the classic archiver bzip2.

Key words: dictionary, BWT-transformation, compression ratio, encoding time, archiver.
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Проблемы информатики. 2025. № 4

ЭФФЕКТИВНЫЙ АЛГОРИТМ СЖАТИЯ С ПОМОЩЬЮ
ПРЕОБРАЗОВАНИЯ ДАННЫХ СЛОВАРНОГО ТИПА

М.П. Бакулина

Èíñòèòóò âû÷èñëèòåëüíîé ìàòåìàòèêè è ìàòåìàòè÷åñêîé ãåîôèçèêè ÑÎ ÐÀÍ,
630090, Íîâîñèáèðñê, Ðîññèÿ

ÓÄÊ 519.722
DOI: 10.24412/2073-0667-2025-4-5-10
EDN: KUQHBT

Рассматривается задача эффективного сжатия без потерь для данных словарного типа. Для
таких данных алгоритм кодирования основан на использовании словаря, формируемого по тек-
сту, поступающему для сжатия. Известно также, что предварительная обработка данных, на-
пример, BWT-преобразование, может улучшить коэффициент сжатия текста. В данной работе
предлагается эффективный алгоритм сжатия данных словарного типа, основанный на моди-
фикации BWT-преобразования. Приведены экспериментальные результаты, подтверждающие
увеличение степени сжатия данных предложенным алгоритмом по сравнению с классическим
архиватором.

Ключевые слова: словарь, BWT-преобразование, степень сжатия, время кодирования,
архиватор.

Введение. Ñæàòèå äàííûõ ÿâëÿåòñÿ îäíîé èç âàæíûõ çàäà÷ òåîðèè èíôîðìàöèè. Ýòî
ñâÿçàíî ñ òåì, ÷òî çàäà÷à êîìïàêòíîãî ïðåäñòàâëåíèÿ äàííûõ ñ ñîõðàíåíèåì âîçìîæíîñòè
èõ îäíîçíà÷íîãî âîññòàíîâëåíèÿ (äåêîäèðîâàíèÿ) âîçíèêàåò äîñòàòî÷íî ÷àñòî íà ïðàêòè-
êå. Òàê, ïðåäâàðèòåëüíîå ñæàòèå ïîçâîëÿåò ñóùåñòâåííî óëó÷øèòü õàðàêòåðèñòèêè ñè-
ñòåìû ñâÿçè. Ñæàòèå ïðèìåíÿåòñÿ ïðè õðàíåíèè èíôîðìàöèè, åå ïåðåäà÷å ñî ñïóòíèêîâ
è â äðóãèõ ïðèëîæåíèÿõ, ïðè÷åì àêòóàëüíîñòü ïðîáëåìû ñæàòèÿ âîçðàñòàåò â ñâÿçè ñ
óâåëè÷åíèåì îáúåìîâ ïåðåäàâàåìîé è õðàíèìîé èíôîðìàöèè.

Â íàñòîÿùåå âðåìÿ øèðîêî èçâåñòíû è íàõîäÿò ïðàêòè÷åñêîå ïðèìåíåíèå ìíîãèå àëãî-
ðèòìû êîìïàêòíîãî ïðåäñòàâëåíèÿ äàííûõ, êîòîðûå äàþò ñæàòèå ëó÷øå, ÷åì ñòàíäàðòíûå
àðõèâàòîðû. Îäèí èç òàêèõ ïîäõîäîâ ïðè ñîçäàíèè àëãîðèòìîâ ñæàòèÿ îñíîâàí íà ïðåîá-
ðàçîâàíèè Áàððîóçà-Óèëåðà èëè BWT-ïðåîáðàçîâàíèè [1]. BWT èñïîëüçóåòñÿ äëÿ ïðåäâà-
ðèòåëüíîé îáðàáîòêè äàííûõ ïåðåä ñæàòèåì. Ïðåîáðàçîâàíèå ìåíÿåò ïîðÿäîê ñèìâîëîâ âî
âõîäíîé ñòðîêå òàêèì îáðàçîì, ÷òî ïîâòîðÿþùèåñÿ ïîäñòðîêè îáðàçóþò íà âûõîäå èäóùèå
ïîäðÿä ïîñëåäîâàòåëüíîñòè îäèíàêîâûõ ñèìâîëîâ.

Òàê êàê â ïîëó÷åííîé ïîñëå BWT-ïðåîáðàçîâàíèÿ ïîñëåäîâàòåëüíîñòè âåðîÿòíîñòè
ïîÿâëåíèÿ îäèíàêîâûõ ñèìâîëîâ âûøå, ÷åì ðåäêèõ, òî âîçíèêàåò çàäà÷à ýôôåêòèâíî-
ãî êîäèðîâàíèÿ äëèí ñåðèé. Â èçâåñòíûõ àëãîðèòìàõ ñæàòèÿ íà îñíîâå BWT äëÿ ýòîãî
âûïîëíÿåòñÿ øàã ïî çàìåíå êàæäîãî ñèìâîëà ðàññòîÿíèåì äî åãî ïðåäûäóùåé âñòðå÷è
(íàïðèìåð, â àëãîðèòìå move to front, MTF [2]), à äàëåå ê ïîëó÷åííîìó íàáîðó ÷èñåë

Исследования выполнены в рамках государственного задания ИВМиМГ СО РАН 0251-2022-0005.
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ïðèìåíÿåòñÿ ìåòîä ýíòðîïèéíîãî ñæàòèÿ, íàïðèìåð, êîäèðîâàíèå Õàôôìàíà èëè àðèô-
ìåòè÷åñêîå êîäèðîâàíèå. Íà ïðàêòèêå àëãîðèòì ñæàòèÿ âèäà BWT > MTF > Õàôôìàí
ïðèìåíåí â àðõèâàòîðå bzip2.

Êðîìå òîãî, ïðàêòèêà ïîêàçûâàåò, ÷òî áîëüøèíñòâî àðõèâàòîðîâ, èñïîëüçóþùèõ BWT,
äîñòèãàþò õîðîøåãî ñæàòèÿ íà òåêñòîâûõ äàííûõ, íàïðèìåð, òåêñòîâûõ ôàéëîâ íà åñòå-
ñòâåííûõ ÿçûêàõ. Â [3] äîêàçàíà îáðàòèìîñòü BWT-ïðåîáðàçîâàíèÿ è âîçìîæíîñòü âîñ-
ñòàíîâèòü ìàññèâ ñóôôèêñîâ.

Êðîìå àëãîðèòìîâ, èñïîëüçóþùèõ ïîáóêâåííîå êîäèðîâàíèå, ïðèìåðîì êîòîðîãî ÿâ-
ëÿåòñÿ êîä Õàôôìàíà, èçâåñòíû òàêæå ìåòîäû ñëîâàðíîãî ñæàòèÿ äàííûõ [4]. Â òàêèõ
ìåòîäàõ äëÿ èìåþùåãîñÿ ñîîáùåíèÿ, íàïðèìåð, òåêñòà íà åñòåñòâåííîì ÿçûêå, ñîñòàâëÿåò-
ñÿ ñëîâàðü, ïðåäñòàâëÿþùèé ñîáîé ñïèñîê ïîâòîðÿþùèõñÿ ïîñëåäîâàòåëüíîñòåé ñèìâîëîâ
(ñëîâ) ñ óêàçàíèåì ÷àñòîòû èõ ïîÿâëåíèÿ. Òîãäà ïðè êîäèðîâàíèè ñîîáùåíèÿ êàæäîìó
ñëîâó ïðèïèñûâàåòñÿ êîä, äëèíà êîòîðîãî òåì ìåíüøå, ÷åì âûøå ÷àñòîòà åãî âñòðå÷àåìî-
ñòè. Îòìåòèì, ÷òî àðõèâàòîð bzip2 ÿâëÿåòñÿ îäíèì èç ëó÷øèõ àðõèâàòîðîâ äëÿ äàííûõ
ñëîâàðíîãî òèïà.

Â äàííîé ðàáîòå ïðåäëàãàåòñÿ ýôôåêòèâíûé àëãîðèòì ñæàòèÿ äàííûõ ñëîâàðíîãî òè-
ïà, îñíîâàííûé íà ìîäèôèêàöèè BWT-ïðåîáðàçîâàíèÿ. Ïðèâîäÿòñÿ ýêñïåðèìåíòàëüíûå
ðåçóëüòàòû, ïîäòâåðæäàþùèå ýôôåêòèâíîñòü ïðåäëîæåííîãî ìåòîäà.

1. Преобразование Барроуза-Уилера. Ïðîöåäóðó BWT-ïðåîáðàçîâàíèÿ ìîæíî
óñëîâíî ðàçäåëèòü íà 4 ýòàïà: 1) âûäåëÿåòñÿ áëîê èç âõîäíîãî ïîòîêà èñõîäíûõ äàííûõ;
2) ôîðìèðóåòñÿ ìàòðèöà âñåõ ïåðåñòàíîâîê, ïîëó÷åííûõ â ðåçóëüòàòå öèêëè÷åñêîãî ñäâèãà
áëîêà; 3) âñå ïåðåñòàíîâêè ñîðòèðóþòñÿ â ñîîòâåòñòâèè ñ ëåêñèêîãðàôè÷åñêèì ïîðÿäêîì
ñèìâîëîâ êàæäîé ïåðåñòàíîâêè; 4) íà âûõîä ïîäàþòñÿ ïîñëåäíèé ñòîëáåö ìàòðèöû è íîìåð
ñòðîêè, ñîîòâåòñòâóþùèé ïåðâîíà÷àëüíîìó áëîêó.

Îïèøåì òåïåðü ôîðìàëüíóþ ïðîöåäóðó BWT-ïðåîáðàçîâàíèÿ.
Ïóñòü òåêñò 𝑇 ñîñòîèò èç 𝑁 + 1 áóêâ, çàíóìåðîâàííûõ ñ íóëÿ: 𝑇 [0 . . . 𝑁 ]. Áóêâû 𝑇 [𝑖]

ïðèíàäëåæàò íåêîòîðîìó óïîðÿäî÷åííîìó àëôàâèòó 𝐴. Çàäàäèì íà ñòðîêàõ èç áóêâ àëôà-
âèòà 𝐴 ëåêñèêîãðàôè÷åñêèé ïîðÿäîê ≤. Îáîçíà÷èì ÷åðåç 𝑆𝑘(𝑇 ) öèêëè÷åñêèé ñäâèã òåêñòà
𝑇 íà 𝑘 ñèìâîëîâ âëåâî:

𝑆𝑘(𝑇 )[𝑗] = 𝑇 [(𝑗 + 𝑘)(𝑚𝑜𝑑 𝑛+ 1)].

Ñóùåñòâóåò ïåðåñòàíîâêà 𝜎 ÷èñåë {0, . . . ,𝑁}, êîòîðàÿ óäîâëåòâîðÿåò óñëîâèþ

𝑆𝜎(𝑖)(𝑇 ) ≤ 𝑆𝜎(𝑖+1)(𝑇 ), 𝑖 = 0, . . . ,𝑁 − 1. (1)

Ïåðåñòàíîâêó 𝜎 íàçûâàþò ñóôôèêñíûì ìàññèâîì. Îíà èãðàåò âàæíóþ ðîëü â èíäåê-
ñàöèè èíôîðìàöèè (íàïðèìåð, ñ èõ ïîìîùüþ ìîæíî íàéòè âñå ïîâòîðÿþùèåñÿ ïîäñòðîêè
òåêñòà). Òîãäà ïðåîáðàçîâàíèå Áàððîóçà-Óèëåðà òåêñòà 𝑇 � ýòî òåêñò 𝐵[0 . . . 𝑁 ] = 𝐵𝑊 (𝑇 ),
áóêâû êîòîðîãî çàäàíû ñîîòíîøåíèåì

𝐵𝑖 =
(︀
𝑆𝜎(𝑖)𝑇

)︀
[𝑁 ] =

(︀
𝑆𝜎(𝑖)−1𝑇

)︀
[0] = 𝑇 [𝜎(𝑖)− 1 (𝑚𝑜𝑑 𝑁 + 1)].

Â [3] äîêàçàíî, ÷òî äëÿ âîññòàíîâëåíèÿ èñõîäíîãî òåêñòà 𝑇 èç ïðåîáðàçîâàíèÿ 𝐵 äîñòà-
òî÷íî çíàòü ÷èñëî 𝐼, çàäàâàåìîå óñëîâèåì 𝜎(𝐼) = 0 èëè 𝑆𝜎(𝐼)𝑇 = 𝑇 . ×òîáû íàéòè ïåðåñòà-
íîâêó 𝜎, ìîæíî âîñïîëüçîâàòüñÿ ëþáûì èç èçâåñòíûõ ìåòîäîâ ïîñòðîåíèÿ ñóôôèêñíûõ
ìàññèâîâ äëÿ òåêñòà 𝑇 (ñì., íàïðèìåð, [5]), à çàòåì äîáàâèòü ñóôôèêñ, ñîîòâåòñòâóþùèé
ñèìâîëó 𝑇 (𝑁).
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2. Преобразование данных словарного типа. Ðàññìîòðèì òåïåðü BWT-
ïðåîáðàçîâàíèå äëÿ äàííûõ ñëîâàðíîãî òèïà è íà îñíîâå íåãî îïèøåì íîâîå ïðåîáðà-
çîâàíèå, êîòîðîå áóäåò îñíîâîé íîâîãî àëãîðèòìà ñæàòèÿ äàííûõ.

Ïóñòü òåêñò 𝑇 [0 . . . 𝑁 ] ñîñòîèò èç 𝑛 ÷àñòåé, ðàçäåëåííûõ ñïåöèàëüíûìè ñèìâîëàìè (ðàç-
äåëèòåëÿìè) Λ0 . . .Λ𝑛−1, ïîëîæåíèå êîòîðûõ óïîðÿäî÷åíî, òî åñòü

𝑇 = 𝑇0Λ0 . . . 𝑇𝑛−1Λ𝑛−1.

Áóäåì ñ÷èòàòü òàêæå, ÷òî ðàçäåëèòåëè ëåêñèêîãðàôè÷åñêè ñòðîãî ïðåäøåñòâóþò áóê-
âàì àëôàâèòà 𝐴:

Λ𝑘 < 𝑎 äëÿ ∀𝑎 ∈ 𝐴∖{Λ0, . . . ,Λ𝑛−1} è ∀𝑘 = 0, . . . ,𝑛− 1.

Òîãäà ïðè ïðèìåíåíèè BWT-ïðåîáðàçîâàíèÿ âñå ðàçäåëèòåëè áóäóò ñòîÿòü â ïåðâîì
ñòîëáöå ìàòðèöû ñëåäóþùåãî âèäà:

Λ𝜔(0) . . . 𝐵0

...

Λ𝜔(𝑛−1) . . . 𝐵𝑛−1

𝐵𝜂(𝑛) . . . 𝐵𝑛

𝐵𝜂(𝑛+1) . . . 𝐵𝑛+1

...

𝐵𝜂(𝑁) . . . 𝐵𝑁 ,

ãäå 𝜔 � ïåðåñòàíîâêà äëÿ ðàçäåëèòåëåé, à 𝜂 � ïåðåñòàíîâêà äëÿ áóêâ ïîñëåäíåãî ñòîëáöà.
Ðàññìîòðèì òåïåðü ïðåîáðàçîâàíèå èñõîäíîãî òåêñòà 𝐵, òî åñòü òåêñò 𝐵̃, êîòîðûé ïîëó-

÷åí èç òåêñòà 𝐵 ñ ïîìîùüþ çàìåíû âñåõ ðàçäåëèòåëåé Λ𝑘 íà îäèí ðàçäåëèòåëü Λ, ïðåäøå-
ñòâóþùèé âñåì ñèìâîëàì àëôàâèòà 𝐴 èñõîäíîãî òåêñòà 𝑇 . Ôîðìàëüíî ýòî ïðåîáðàçîâàíèå
çàïèøåòñÿ òàê:

𝐵̃𝑖 =

{︃
𝐵𝑖, åñëè 𝐵𝑖 ̸= Λ𝑘, 𝑘 = 0, . . . ,𝑛− 1

Λ, åñëè 𝐵𝑖 = Λ𝑘 äëÿ íåêîòîðîãî 0 ≤ 𝑘 ≤ 𝑛− 1.

Â [3] ïîêàçàíî, ÷òî åñëè ïî 𝐵̃𝑖 ñ ñîîòâåòñòâóþùèìè ïåðåñòàíîâêàìè âìåñòî èíäåêñà 𝑖
ñôîðìèðîâàòü ñòðîêè 𝑇𝐽 , òî íàáîðû ñòðîê ïðåîáðàçîâàííîãî òåêñòà (𝑇𝐽 , 𝑗 = 0, . . . ,𝑛 − 1)
è ñòðîê èñõîäíîãî òåêñòà (𝑇𝑘, 𝑘 = 0, . . . ,𝑛 − 1) ñîâïàäàþò ñ òî÷íîñòüþ äî ïåðåñòàíîâêè.
Êðîìå òîãî, ïî 𝐵̃ îäíîçíà÷íî âîññòàíàâëèâàåòñÿ è èñõîäíûé òåêñò 𝑇 .

3. Алгоритм сжатия данных B_NEW. Íà îñíîâå ïðèâåäåííîãî âûøå ïðåîáðàçî-
âàíèÿ îïèøåì òåïåðü íîâûé àëãîðèòì ñæàòèÿ äàííûõ ñëîâàðíîãî òèïà B_NEW.

Ïóñòü ìû èìååì òåêñò, ïðåäñòàâëÿþùèé ñîáîé 𝑛 ïîñëåäîâàòåëüíîñòåé ñèìâîëîâ
𝑇0, . . . ,𝑇𝑛−1, ðàçäåëåííûõ ñïåöèàëüíûìè ñèìâîëàìè-ðàçäåëèòåëÿìè:

𝑇 = 𝑇0Λ0 . . . 𝑇𝑛−1Λ𝑛−1,

ïðè ýòîì ïîðÿäîê ðàçäåëèòåëåé ñîîòâåòñòâóåò ëåêñèêîãðàôè÷åñêîìó ïîðÿäêó òåêñòà, òî
åñòü Λ𝑖 < Λ𝑗 ⇔ 𝑇𝑖 < 𝑇𝑗.

Àëãîðèòì B_NEW ñîñòîèò èç äâóõ ýòàïîâ. Íà ïåðâîì ýòàïå ïîñòðîèì ïåðåñòàíîâêó
𝜎, óäîâëåòâîðÿþùóþ óñëîâèþ (1). Ïðè ýòîì äëÿ ïðîñòîòû ïîðÿäîê íà ñóôôèêñàõ áóäåì
çàäàâàòü òàê: Λ𝑖 < Λ𝑗 ⇔ 𝑖 < 𝑗. Äàëåå ñ ïîìîùüþ ïåðåñòàíîâêè 𝜎 ñòðîèì òåêñò 𝐵̃ ïî
ïðàâèëó:
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Таблица 1
Результаты сравнения степеней сжатия текстов с помощью B_NEW и bzip2

№ Название 𝑉 текста (байт)
𝑘 (бит/символ)

B_NEW bzip2

1 article 67739 2,79 2,82
2 book 349270 3,06 3,11
3 journal 307930 2,71 2,74
4 document 962186 2,68 2,79
5 works 5410342 2,51 2,66

Таблица 2
Результаты сравнения времени кодирования с помощью B_NEW и bzip2

№ Название 𝑉 текста (байт)
𝑡 (c)

B_NEW bzip2

1 article 67739 0,86 0,73
2 book 349270 5,43 5,01
3 journal 307930 5,12 4,78
4 document 962186 19,05 18,32
5 works 5410342 63,15 61,48

𝐵̃𝑖 =

{︃
𝑆𝜎(𝑖)−1𝑇 [0], åñëè 𝑆𝜎(𝑖)−1𝑇 [0] ̸= Λ𝑘, 𝑘 = 0, . . . ,𝑛− 1

Λ, åñëè 𝑆𝜎(𝑖)−1𝑇 [0] = Λ𝑘 äëÿ íåêîòîðîãî 0 ≤ 𝑘 ≤ 𝑛− 1.

Íà âòîðîì ýòàïå ïîëó÷åííûé ïîñëå òàêîãî ïðåîáðàçîâàíèÿ (íàçîâåì åãî B_new) òåêñò
𝐵̃ ïîäâåðãíåì ñæàòèþ ñ ïîìîùüþ èçâåñòíîãî ìåòîäà MTF (ñì. [2]), à ê ïîëó÷èâøåìó-
ñÿ íàáîðó ÷èñåë � àëãîðèòì Õàôôìàíà, òî åñòü îñóùåñòâèì ïðåîáðàçîâàíèå B_new >
MTF > Õàôôìàí. Îòìåòèì, ÷òî ýòà öåïî÷êà ïðåîáðàçîâàíèé àíàëîãè÷íà ïðåîáðàçîâà-
íèþ â àðõèâàòîðå bzip2. Îòëè÷èå çàêëþ÷àåòñÿ â òîì, ÷òî âìåñòî ÂWT-ïðåîáðàçîâàíèÿ ê
äàííûì ñëîâàðíîãî òèïà ïðèìåíÿåòñÿ íîâîå ïðåîáðàçîâàíèå B_new, ïîçâîëÿþùåå ñ ïîìî-
ùüþ ãðóïïèðîâêè äàííûõ ïîâûñèòü ýôôåêòèâíîñòü ñæàòèÿ.

4. Экспериментальные результаты и их сравнение. Äëÿ ïîäòâåðæäåíèÿ ýôôåê-
òèâíîñòè ïðåäëîæåííîãî àëãîðèòìà ñæàòèÿ B_NEW áûëî ïðîâåäåíî ñðàâíåíèå ðåçóëüòà-
òîâ åãî ðàáîòû ñ ðåçóëüòàòàìè ðàáîòû àðõèâàòîðà bzip2. Â êà÷åñòâå äàííûõ ñëîâàðíîãî
òèïà áûëè âçÿòû ñëåäóþùèå äàííûå: àrticle � ñòàòüÿ â æóðíàëå; book � ìîíîãðàôèÿ;
journal � ìàòåìàòè÷åñêèé æóðíàë; document � äîêóìåíòàöèÿ; works � ñîáðàíèå ñî÷èíå-
íèé À.Ñ. Ïóøêèíà.

Ñðàâíåíèå ïðîâîäèëîñü ïî äâóì õàðàêòåðèñòèêàì � ñòåïåíè ñæàòèÿ (èñïîëüçîâàëàñü
íàèáîëåå óïîòðåáëÿåìàÿ åäèíèöà èçìåðåíèÿ áèò/ñèìâîë) è âðåìåíè êîäèðîâàíèÿ è äå-
êîäèðîâàíèÿ. Â Òàáëèöå 1 ïðèâåäåíû ðåçóëüòàòû ñòåïåíåé ñæàòèÿ âûáðàííûõ òåêñòîâ
àëãîðèòìîì B_NEW è àðõèâàòîðîì bzip2.

Â Òàáëèöå 2 ïðèâåäåíû ðåçóëüòàòû âðåìåíè êîäèðîâàíèÿ è äåêîäèðîâàíèÿ ýòèõ æå
òåêñòîâ. Â êà÷åñòâå ðåçóëüòàòà ïðèíèìàëîñü óñðåäíåííîå îáùåå âðåìÿ ðàáîòû ïðîãðàììû
ïî 10 çàïóñêàì (èñïîëüçîâàëñÿ òàéìåð â 1000 Ãö).

Èç òàáëèö 1 è 2 âèäíî, ÷òî ïðåäëîæåííûé àëãîðèòì Â_NEW ïîêàçûâàåò ëó÷øóþ ñòå-
ïåíü ñæàòèÿ ïî ñðàâíåíèþ ñ àëãîðèòìîì bzip2 ïðè ñðàâíèòåëüíî íåáîëüøîì óâåëè÷åíèè
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âðåìåíè êîäèðîâàíèÿ è äåêîäèðîâàíèÿ. Çàìåòèì òàêæå, ÷òî íàèáîëåå ñóùåñòâåííîå óâåëè-
÷åíèå ñæàòèÿ íàáëþäàåòñÿ äëÿ òåêñòîâ ñ áîëüøèì îáúåìîì ïàìÿòè, íàïðèìåð, document
è works. Ýòè òåêñòû îáëàäàþò áîëüøèì îáúåìîì ñëîâàðÿ, è ïîýòîìó ïðåäëîæåííîå â ï. 3
ïðåîáðàçîâàíèå äàííûõ ñëîâàðíîãî òèïà äîëæíî äàâàòü äëÿ ýòèõ òåêñòîâ íàèáîëåå ýô-
ôåêòèâíîå ñæàòèå, ÷òî è ïîäòâåðæäàåòñÿ ïðàêòè÷åñêèìè ðåçóëüòàòàìè.

Заключение. Ïðîâåäåííîå ýêñïåðèìåíòàëüíîå ñðàâíåíèå ïðåäëîæåííîãî ìåòîäà
êîäèðîâàíèÿ, îñíîâàííîãî íà ìîäèôèêàöèè BWT-ïðåîáðàçîâàíèÿ, ñî ñòàíäàðòíûì
àðõèâàòîðîì bzip2 ïîäòâåðæäàåò ýôôåêòèâíîñòü ïðåäëîæåííîãî àëãîðèòìà Â_NEW.
Äàííûé àëãîðèòì ìîæåò áûòü èñïîëüçîâàí äëÿ ñæàòèÿ ðàçëè÷íûõ äàííûõ ñëîâàðíîãî
òèïà, íàïðèìåð, òåêñòîâ íà åñòåñòâåííûõ ÿçûêàõ.
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The article presents a model of a multiplex network reflecting a real scheme of collaboration of
authors of a scientific journal. The initial data are extracted from the XML archive of the journal
articles. The model is presented as a two-layer graph, the vertices of which correspond to the authors
of the articles, and the edges — to binary relations of co-authorship and citation. The purpose of
the work is to identify non-intersecting communities of authors of the network and is achieved in two
stages. At the first phase, the network is reduced to the form of an undirected graph 𝐺𝑓 using “flattening
algorithm”, this allows to apply the known algorithms of community detection intended for single-layer
networks. So, at the second phase, two traditional clustering algorithms, Walktrap and Infomap, based
on the “random walk” method are applied to the flattened network. The result of the algorithm is a set
of identifiers of nodes included in the community, by which the original multilayer network structure
can be restored. The comparison of the algorithms’ results is made using the 𝑟𝑎𝑛𝑑, 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑_𝑟𝑎𝑛𝑑 and
𝑛𝑚𝑖 indices. For 𝐺𝑓 , all indices demonstrate a high level of similarity in the algorithms’ results. The
parameter 𝜌𝑐, which characterizes the degree of overlapping of layers at the community level, serves as
a characteristic of multilayering. The study of this parameter showed that most communities have a
zero value, i. e. the communities consist of vertices of one of the layers. It should be noted that these
are the actors of the co-authorship layer, while the citation layer contains 37 % of single nodes. The
results of the analysis are presented in the form of tables.

Key words: multiplex network, scientific community, co-authorship, citation, modularity,
bibliometrics.
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Представлена модель мультиплексной сети, отражающая реальную схему сотрудничества ав-
торов научного журнала. Исходные данные извлечены из XML-архива статей журнала. Мо-
дель выполнена в виде двухслойного графа, вершины которого соответствуют авторам статей,
а ребра — бинарным отношениям соавторства и цитирования. Цель работы состоит в выявле-
нии непересекающихся сообществ авторов сети и достигается в два этапа. На первом этапе сеть
приводится к виду неориентированного графа, на втором к построенному графу применяются
два традиционных алгоритма кластеризации, основанные на методе случайного блуждания.
Выполнен вычислительный эксперимент.

Ключевые слова: мультиплексная сеть, научное сообщество, соавторство, цитирование,
модульность, библиометрия.

Введение. Âûÿâëåíèå ñåòåâûõ ñîîáùåñòâ � âàæíûé øàã ñîâðåìåííîãî ñåòåâîãî àíà-
ëèçà, ðåçóëüòàòû êîòîðîãî ïîçâîëÿþò ñòðîèòü îáîñíîâàííûå ïðåäïîëîæåíèÿ î òîïîëîãèè
èçó÷àåìîãî ñåòåâîãî îáúåêòà è èçìåðÿòü åãî ïàðàìåòðû. Òåðìèí сетевое сообщество (кла-
стер) íå èìååò îáùåïðèíÿòîãî îïðåäåëåíèÿ è èíòóèòèâíî îïðåäåëÿåòñÿ êàê ãðóïïà óçëîâ
(акторов), êîòîðûå áîëåå ïëîòíî ñâÿçàíû äðóã ñ äðóãîì, ÷åì ñ äðóãèìè óçëàìè â ñåòè.
Îïðåäåëåíèÿ ñîîáùåñòâ îïèðàþòñÿ íà ñëåäóþùèå ãèïîòåçû À.-Ë. Áàðàáàøè [1]. Ôóíäàìåí-
òàëüíàÿ ãèïîòåçà: ¾Структура сообщества однозначно закодирована в схеме соединения
ее узлов¿. Ãèïîòåçà ñâÿçíîñòè: ¾Сообщество соответствует связному подграфу¿. Ãèïî-
òåçà ïëîòíîñòè: «Сообщество является локально плотным подграфом¿. Â ýòîì êîíòåêñòå
ïîëíûé ïîäãðàô (êëèêà) ÿâëÿåòñÿ ñîîáùåñòâîì.

Äðóãîé ñïîñîá îïðåäåëåíèÿ îïèðàåòñÿ íà ðàçäåëåíèå ñòåïåíåé êàæäîãî óçëà, ïðèíàä-
ëåæàùåãî ñîîáùåñòâó, íà âíóòðåííþþ ñòåïåíü, îçíà÷àþùóþ ÷èñëî ðåáåð ñ óçëàìè òîãî æå
ñîîáùåñòâà, è âíåøíþþ, îçíà÷àþùóþ ÷èñëî ðåáåð ñ óçëàìè äðóãèõ ñîîáùåñòâ. Ïðè ýòîì
ñîîáùåñòâî íàçûâàþò сильным, åñëè êàæäûé óçåë èìååò áîëüøåå ÷èñëî ðåáåð âíóòðè ñîîá-
ùåñòâà, íåæåëè âíå åãî. Ñîîáùåñòâî íàçûâàþò слабым, åñëè åãî îáùàÿ âíóòðåííÿÿ ñòåïåíü
ïðåâûøàåò åãî îáùóþ âíåøíþþ ñòåïåíü [2]. Òàêèì îáðàçîì, êàæäîå ñèëüíîå ñîîáùåñòâî
ÿâëÿåòñÿ ñëàáûì, îáðàòíîå íåâåðíî.

Çàäà÷à âûÿâëåíèÿ ñîîáùåñòâ âåñüìà òðóäîåìêà è íà ñåãîäíÿøíèé äåíü íå èìååò óíèâåð-
ñàëüíîãî ðåøåíèÿ. Â îáçîðå [3] ïðåäñòàâëåíû îïðåäåëåíèÿ îñíîâíûõ ýëåìåíòîâ ïðîáëåìû
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© Ñ.Â. Áðåäèõèí, Í. Ã. Ùåðáàêîâà, 2025



С.В. Бредихин, Н. Г. Щербакова 15

è ðÿä ðàçðàáîòàííûõ ìåòîäîâ èõ ðåøåíèÿ. Îäèí èç òðàäèöèîííûõ ìåòîäîâ âûÿâëåíèÿ
ñîîáùåñòâ � ðàçáèåíèå ñåòè íà çàðàíåå îïðåäåëåííîå ÷èñëî ãðóïï ïðèáëèçèòåëüíî îäèíà-
êîâîãî ðàçìåðà, òàê ÷òî ÷èñëî ðåáåð ìåæäó ãðóïïàìè ìèíèìàëüíî. Â ñëó÷àå, êîãäà ÷èñëî
ãðóïï ðàâíî äâóì, ïðîöåäóðà êëàñòåðèçàöèè íàçûâàåòñÿ разрезом. Îñíîâîïîëàãàþùàÿ òåî-
ðåìà Ìåíãåðà (äîêàçàíà â 1927 ã.) î ìèíèìàëüíîì ðàçðåçå, õàðàêòåðèçóþùàÿ ñâÿçíîñòü
íåîðèåíòèðîâàííîãî ëèáî îðèåíòèðîâàííîãî ãðàôà, óòâåðæäàåò, ÷òî ìèíèìàëüíîå ÷èñëî
ðåáåð, óäàëåíèå êîòîðûõ ðàçúåäèíÿåò óçëû 𝑖 è 𝑗, ðàâíî ìàêñèìàëüíîìó ÷èñëó ïîïàðíî
íåïåðåñåêàþùèõñÿ ïóòåé èç 𝑖 â 𝑗 [4].

Ó÷èòûâàÿ àêòóàëüíîñòü ïðîáëåìû, êðàéíå âàæíî ïîñòðîèòü ýôôåêòèâíûå ïðîöåäó-
ðû è âûáðàòü ñîîòâåòñòâóþùèå àëãîðèòìû äëÿ èäåíòèôèêàöèè ñòðóêòóðû ñåòåâûõ ñî-
îáùåñòâ. Â áîëüøèíñòâå ñëó÷àåâ ñîîáùåñòâà îïðåäåëÿþòñÿ àëãîðèòìè÷åñêè, ò. å. îíè ÿâ-
ëÿþòñÿ êîíå÷íûì ïðîäóêòîì àëãîðèòìà, áåç ôîðìàëüíîãî îïðåäåëåíèÿ [3]. Ïðîèçâîäè-
òåëüíîñòü àëãîðèòìîâ îáíàðóæåíèÿ ñîîáùåñòâ çà÷àñòóþ îöåíèâàþò ïî èõ ñïîñîáíîñòè
íàõîäèòü òàê íàçûâàåìûå èñòèííûå ñîîáùåñòâà. Ýòî øèðîêî ïðèìåíÿåòñÿ â ñèíòåòè÷å-
ñêèõ ñåòÿõ, òîãäà êàê â ðåàëüíûõ ñåòÿõ çàðàíåå èçâåñòíûõ ñîîáùåñòâ íåò. Íà ïðàêòèêå
ïðèíÿòî îáðàáàòûâàòü äîïîëíèòåëüíóþ èíôîðìàöèþ îá óçëàõ ñåòè � метаданные. Ýòîò
ïðèåì ñëåäóåò èñïîëüçîâàòü îñòîðîæíî, ïîñêîëüêó íå ñóùåñòâóåò ïðèíÿòîãî îïðåäåëåíèÿ
òîãî, êàêèì äîëæåí áûòü ïðàâèëüíûé ðåçóëüòàò [5]. Ïîïóëÿðíîé ôóíêöèåé îïðåäåëåíèÿ
êà÷åñòâà ðàçáèåíèÿ íà ñîîáùåñòâà ÿâëÿåòñÿ модульность [6]. Â åå îñíîâå ëåæèò ãèïîòåçà
î òîì, ÷òî ñëó÷àéíûé ãðàô íå èìååò êëàñòåðíîé ñòðóêòóðû. Ñóùåñòâîâàíèå êëàñòåðîâ
âûÿâëÿåòñÿ ïóòåì ñðàâíåíèÿ ôàêòè÷åñêîé ïëîòíîñòè ðåáåð â êëàñòåðå è ïëîòíîñòè, êî-
òîðîé ìîæíî áûëî áû îæèäàòü, åñëè áû âåðøèíû ãðàôà áûëè ñâÿçàíû íåçàâèñèìî îò
ñòðóêòóðû ñîîáùåñòâ. Ìîäóëüíîñòü òàêæå ìîæåò âûñòóïàòü â êà÷åñòâå îïòèìèçèðóþùåé
ôóíêöèè àëãîðèòìà êëàñòåðèçàöèè [7].

Ìóëüòèïëåêñíàÿ ñåòü � ýòî ìîäåëü, èñïîëüçóåìàÿ äëÿ ïðåäñòàâëåíèÿ ðåàëüíûõ îáú-
åêòîâ ñ íåñêîëüêèìè òèïàìè îòíîøåíèé ìåæäó àêòîðàìè. Êàæäûé òèï îòíîøåíèé ïðåä-
ñòàâëåí îòäåëüíûì ñëîåì, ìîäåëèðóåìûì ãðàôîì. Òðàäèöèîííûå ìåòîäû îáíàðóæåíèÿ
ñîîáùåñòâ äëÿ îáû÷íûõ ãðàôîâ íåäîñòàòî÷íû äëÿ ñëîæíîé ìóëüòèïëåêñíîé ìîäåëè ïî
ñëåäóþùèì ïðè÷èíàì [8]. Âî-ïåðâûõ, áåç âîçìîæíîñòè àíàëèçà ïîäìíîæåñòâ ñëîåâ íåêî-
òîðûå ñîîáùåñòâà ìîãóò îêàçàòüñÿ ñêðûòûìè èç-çà ðàññìîòðåíèÿ ñëîåâ, íå èìåþùèõ ê
íèì îòíîøåíèÿ. Âî-âòîðûõ, àëãîðèòìû, íå ïðåäñòàâëÿþùèå ðàçëè÷íûå ñëîè ÿâíî, íå ìî-
ãóò ðàçëè÷àòü ðàçëè÷íûå òèïû ìóëüòèïëåêñíûõ ñîîáùåñòâ, íàïðèìåð ïðèñóòñòâóþùèå
òîëüêî â îäíîì ñëîå èëè ñîñòîÿùèå èç îïðåäåëåííûõ êîìáèíàöèé ñëîåâ. Â-òðåòüèõ, áåç
êîíöåïöèè ñëîÿ íåâîçìîæíî âêëþ÷èòü îäèí è òîò æå óçåë â ðàçíûå ñîîáùåñòâà â çàâè-
ñèìîñòè îò ñëîÿ, íà êîòîðîì óçåë àêòèâåí. Äëÿ óñòðàíåíèÿ âûøåóêàçàííûõ îãðàíè÷åíèé
áûë ðàçðàáîòàí ðÿä àëãîðèòìîâ îáíàðóæåíèÿ ñîîáùåñòâ äëÿ ìóëüòèïëåêñíûõ ñåòåé, îñíî-
âàííûõ íà ðàçëè÷íûõ îïðåäåëåíèÿõ ñîîáùåñòâà è ðàçëè÷íûõ âû÷èñëèòåëüíûõ ìåòîäàõ. Â
ìóëüòèïëåêñíûõ ñåòÿõ, ãäå óçëû ñâÿçàíû íåñêîëüêèìè òèïàìè áèíàðíûõ îòíîøåíèé, âîç-
íèêëè íîâûå ïðîáëåìû â îáíàðóæåíèè ñîîáùåñòâ. Ñîâðåìåííûé ñåòåâîé àíàëèç ïîÿâèëñÿ
êàê ïåðñïåêòèâíûé ïîäõîä ê èññëåäîâàíèþ ïîäîáíûõ ñåòåé.

Ðåçóëüòàòîì àëãîðèòìîâ âûÿâëåíèÿ ñîîáùåñòâ â ìóëüòèïëåêñíûõ ñåòÿõ ÿâëÿåòñÿ ìíî-
æåñòâî êëàñòåðîâ, êàæäûé èç êîòîðûõ ñîäåðæèò íåïóñòîå ïîäìíîæåñòâî ìíîæåñòâà óç-
ëîâ. Ïðè ýòîì êëàñòåðû ìîãóò îõâàòûâàòü íåñêîëüêî ñëîåâ. Äëÿ âûÿâëåíèÿ ìíîãîñëîéíîé
ïðèðîäû ñîîáùåñòâ áûëè ðàçðàáîòàíû ðàçëè÷íûå ìåòîäû. Â ðàáîòå [8] ðàññìàòðèâàþòñÿ
òðè óðîâíÿ êëàññèôèêàöèè ìåòîäîâ. Âåðõíèé óðîâåíü ðàçëè÷àåò глобальные (âûÿâëåíèå
âñåõ ñîîáùåñòâ â èññëåäóåìîé ñåòè) èëè локальные (îäíî ñîîáùåñòâî âîêðóã îäíîãî èëè
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íåñêîëüêèõ âûáðàííûõ óçëîâ) ìåòîäû (ñì. [9, 10]). Âòîðîé óðîâåíü ñâÿçàí ñî способом,
êîòîðûì àëãîðèòìû îáðàáàòûâàþò íàëè÷èå íåñêîëüêèõ ñëîåâ: сглаживание (flattening) �
ñâåäåíèå ê îäíîìó ñëîþ; послойная кластеризация � îáðàáîòêà êàæäîãî ñëîÿ íåçàâèñèìî
äëÿ ïîñëåäóþùåãî îáúåäèíåíèÿ ðåçóëüòàòîâ îáðàáîòêè; многослойная кластеризация �
ðàññìîòðåíèå âñåõ ñëîåâ îäíîâðåìåííî (ñì. îáçîðû [8, 11, 12]). Ïîñëåäíèé óðîâåíü êëàñ-
ñèôèêàöèè ãðóïïèðóåò àëãîðèòìû, îñíîâàííûå íà êîíêðåòíûõ ìåòîäàõ, òàêèõ êàê îïòè-
ìèçàöèÿ öåëåâîé ôóíêöèè [13], ñëó÷àéíîå áëóæäàíèå [14] èëè âûÿâëåíèå ïëîòíûõ ïîäãðà-
ôîâ [15]. Êëàññèôèêàöèÿ êîíêðåòíûõ ìåòîäîâ ìíîãîñëîéíîé êëàñòåðèçàöèè ïðèâåäåíà â
ðàáîòå [16], ïðè ýòîì ðàññìàòðèâàþòñÿ ïÿòü îñíîâíûõ êëàññîâ: ìàêñèìèçàöèÿ ìíîãîñëîé-
íîé ìîäóëüíîñòè [13]; êîíñåíñóñíàÿ êëàñòåðèçàöèÿ [17]; êëàñòåðèçàöèÿ íà îñíîâå ñâîéñòâ
ìíîãîñëîéíûõ ñëó÷àéíûõ áëóæäàíèé [14]; êëàñòåðèçàöèÿ íà îñíîâå ìóëüòèëèíêîâ [18];
ìåòîäû, îñíîâàííûå íà òåíçîðíîì ðàçëîæåíèè è ñîîòâåòñòâóþùèõ âû÷èñëåíèÿõ [19].

Â äàííîé ñòàòüå ïðåäñòàâëåíà äâóõñëîéíàÿ ìóëüòèïëåêñíàÿ ñåòüℳ𝑐𝑐, ìîäåëèðóþùàÿ
ðåàëüíóþ ñõåìó ñîòðóäíè÷åñòâà àâòîðîâ íàó÷íîãî æóðíàëà. Ïðîèçâåäåíà êëàñòåðèçàöèÿ
óçëîâ ñåòè ñ èñïîëüçîâàíèåì ìåòîäà ñãëàæèâàíèÿ. Àïðîáèðîâàíû äâà àëãîðèòìà âûÿâëå-
íèÿ ñîîáùåñòâ, îñíîâàííûå íà ìåòîäå ñëó÷àéíîãî áëóæäàíèÿ. Âûïîëíåíà îöåíêà êà÷åñòâà
ðàçáèåíèÿ. Äàííàÿ ðàáîòà ÿâëÿåòñÿ ïðîäîëæåíèåì ðàáîò [20, 21].

1. Мультиплексная сеть. Многослойная ñåòü [22] � ýòî ïàðà ℳ = (𝐺, 𝐶), â êîòî-
ðîé 𝐺 = {𝐺𝛼, 𝛼 ∈ {1, . . . , 𝑀}} � ñåìåéñòâî îðèåíòèðîâàííûõ (ëèáî íåîðèåíòèðîâàí-
íûõ), âçâåøåííûõ (ëèáî íåâçâåøåííûõ) ãðàôîâ 𝐺𝛼 = (𝑉𝛼, 𝐸𝛼), íàçûâàåìûõ ñëîÿìè, à
𝐶 = {𝐸𝛼𝛽 ⊆ 𝑉𝛼×𝑉𝛽;𝛼,𝛽 ∈ {1, . . . , 𝑀} , 𝛼 ̸= 𝛽} � ìíîæåñòâî âçàèìîñâÿçåé ìåæäó óçëàìè
ðàçëè÷íûõ ñëîåâ 𝐺𝛼 è 𝐺𝛽, 𝛼 ̸= 𝛽. Ýëåìåíòû 𝐸𝛼 íàçûâàþòñÿ внутрислойными ðåáðàìè, à
ýëåìåíòû 𝐸𝛼𝛽 � межслойными.

Мультиплексная ñåòü ℳ ÿâëÿåòñÿ îñîáûì âèäîì ìíîãîñëîéíîé ñåòè, â êîòîðîé 𝑉1 =
𝑉2 = · · · = 𝑉𝑀 = 𝑉 è ìåæñëîéíûå ðåáðà ðàçðåøåíû òîëüêî ìåæäó ðåïëèêàìè îäíèõ è òåõ
æå ôèçè÷åñêèõ óçëîâ, ò. å. ∀ 𝛼, 𝛽 ∈ {1, . . . , 𝑀} , 𝛼 ̸= 𝛽 (𝐸𝛼𝛽 = {(𝑣, 𝑣) , 𝑣 ∈ 𝑉 }).

Проекцией ìóëüòèïëåêñíîé ñåòè íàçûâàþò ãðàô 𝑝𝑟𝑜𝑗 (ℳ) = (𝑉ℳ,𝐸ℳ), ýëåìåíòû ìàò-
ðèöû ñìåæíîñòè êîòîðîãî îïðåäåëÿþòñÿ ñëåäóþùèì îáðàçîì:

𝑎𝑖𝑗 =

{︂
1, åñëè 𝑎𝛼𝑖𝑗 = 1, 0 ≤ 𝛼 ≤𝑀
0 â ïðîòèâíîì ñëó÷àå.

(1)

Â ñòàòüå ìíîãîñëîéíàÿ ñåòü îïðåäåëÿåòñÿ êîðòåæåì (𝐴,𝐿, 𝑉, 𝐸), ãäå 𝐴 � ìíîæåñòâî
àêòîðîâ; 𝐿 = {𝑙1, 𝑙2, . . . 𝑙𝑚} � ìíîæåñòâî ñëîåâ; (𝑉,𝐸) � ãðàô íà 𝑉 ⊆ 𝐴 × 𝐿. Ýòî îïðåäå-
ëåíèå íå òðåáóåò, ÷òîáû âñå àêòîðû ïðèñóòñòâîâàëè âî âñåõ ñëîÿõ. Â ìóëüòèïëåêñíîé ñåòè
ìíîæåñòâî 𝐸 îãðàíè÷åíî âíóòðèóðîâíåâûìè ðåáðàìè, ò. å. ðåáðî ((𝑣1, 𝑙1), (𝑣2, 𝑙2)), 𝑙1, 𝑙2 ∈ 𝐿
ñóùåñòâóåò òîëüêî åñëè 𝑙1 = 𝑙2, à ìíîæåñòâî ðåáåð 𝐸 = {𝐸1, 𝐸2, . . . , 𝐸𝑚}.

2. Сетевые сообщества. Ñ òî÷êè çðåíèÿ ïîêðûòèÿ ðàçëè÷àþò полную (𝑡𝑜𝑡𝑎𝑙) êëàñòå-
ðèçàöèþ (êàæäûé óçåë ïðèíàäëåæèò ïî êðàéíåé ìåðå îäíîìó ñîîáùåñòâó) è частичную
(𝑝𝑎𝑟𝑡𝑖𝑎𝑙) êëàñòåðèçàöèþ (íå âñå óçëû ðàñïðåäåëåíû ïî ñîîáùåñòâàì). Êëàñòåðèçàöèåé с
перекрытием узлов (node-overlapping) íàçûâàåòñÿ êëàñòåðèçàöèÿ, â êîòîðîé ñóùåñòâóåò
ïî êðàéíåé ìåðå îäèí óçåë, ïðèíàäëåæàùèé áîëåå ÷åì îäíîìó êëàñòåðó, â ïðîòèâíîì ñëó-
÷àå ýòî êëàñòåðèçàöèÿ без перекрытия узлов (node-disjoined). Àíàëîãè÷íî, åñëè åñòü ïî
êðàéíåé ìåðå îäèí àêòîð, ïðèíàäëåæàùèé áîëåå ÷åì îäíîìó êëàñòåðó, êëàñòåðèçàöèÿ íà-
çûâàåòñÿ êëàñòåðèçàöèåé с перекрытием акторов (actor-overlapping), â ïðîòèâíîì ñëó÷àå
êëàñòåðèçàöèåé без перекрытия акторов (actor-disjoined). Çàìåòèì, ÷òî êëàñòåðèçàöèÿ ñ
ïåðåêðûòèåì óçëîâ ÿâëÿåòñÿ òàêæå êëàñòåðèçàöèåé ñ ïåðåêðûòèåì àêòîðîâ, îäíàêî êëà-
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ñòåðèçàöèÿ ñ ïåðåêðûòèåì àêòîðîâ íå îáÿçàòåëüíî ÿâëÿåòñÿ êëàñòåðèçàöèåé ñ ïåðåêðûòè-
åì óçëîâ. Íàêîíåö, ìóëüòèïëåêñíîå ñîîáùåñòâî íàçûâàåòñÿ полуколонной (semi-pillar) на
слоях 𝐿′ ⊆ 𝐿, åñëè äëÿ êàæäîãî àêòîðà 𝑎 ∈ 𝐴 â ñîîáùåñòâå âñå óçëû {(𝑎, 𝑙) ∈ 𝑉 ; 𝑙 ∈ 𝐿′}
âõîäÿò â ñîîáùåñòâî. Åñëè 𝐿′ = 𝐿, òî ýòî колонна. Äâà ñîîáùåñòâà-êîëîííû ëèáî íå ïåðå-
ñåêàþòñÿ, ëèáî ïåðåñåêàþòñÿ êàê ïî àêòîðàì, òàê è ïî óçëàì.

2.1. Качество кластеризации. Ïðîâåðêà êà÷åñòâà êëàñòåðèçàöèè � íåòðèâèàëüíàÿ çà-
äà÷à äàæå äëÿ îäíîñëîéíûõ ñåòåé, áîëåå òîãî, íå ñóùåñòâóåò åäèíîãî îáùåïðèíÿòîãî îïðå-
äåëåíèÿ òîãî, êàêèì äîëæåí áûòü ïðàâèëüíûé ðåçóëüòàò. Òàê, â ðàáîòå [5] ïîêàçàíî, ÷òî
ìåòàäàííûå (íàïðèìåð, àôôèëèàöèÿ àâòîðîâ) � ýòî íå òî æå ñàìîå, ÷òî ¾àáñîëþòíàÿ
èñòèíà¿, è ÷òî îáðàùåíèå ñ íèìè êàê ñ òàêîâûìè âûçûâàåò ñåðüåçíûå òåîðåòè÷åñêèå è
ïðàêòè÷åñêèå ïðîáëåìû. Îáíàðóæåííûå ñîîáùåñòâà è ìåòàäàííûå ôèêñèðóþò ðàçëè÷íûå
àñïåêòû ñòðóêòóðû ñåòè. Â ðàáîòå [8] ïîä÷åðêíóòî, ÷òî â ñëó÷àå ìóëüòèïëåêñíîé ñåòè ìî-
æåò îêàçàòüñÿ, ÷òî íå âñå ñëîè âíîñÿò ïîëîæèòåëüíûé âêëàä â îïðåäåëåíèå ñòðóêòóðû
ñîîáùåñòâ. À òîò ôàêò, ÷òî áîëüøèíñòâî ìåòîäîâ îáíàðóæåíèÿ ñîîáùåñòâ âñåãäà äàþò
âûõîä íåçàâèñèìî îò òîãî, êàêèå ñëîè âêëþ÷åíû âî âõîäíóþ ìóëüòèïëåêñíóþ ñåòü, äåëà-
åò âêëþ÷åíèå áîëüøåãî êîëè÷åñòâà âõîäíûõ ñëîåâ ïîòåíöèàëüíî ïðîáëåìàòè÷íûì. Ñëîè,
ïîìèìî òîãî ÷òî îïðåäåëÿþòñÿ âíóòðåííåé òîïîëîãèåé, òàêæå îïðåäåëÿþòñÿ âíóòðåííåé
ëîãèêîé, êîòîðàÿ ìîæåò áûòü ñîãëàñîâàííîé èëè íå ñîãëàñîâàííîé ñ ëîãèêîé äðóãèõ ñëîåâ.

2.2. Сравнение результатов кластеризации. Äëÿ èçìåðåíèÿ ïàðíîãî ñõîäñòâà ìåæäó
ðåçóëüòàòàìè ãëîáàëüíîé êëàñòåðèçàöèè ìîãóò èñïîëüçîâàòüñÿ òðàäèöèîííûå êðèòåðèè
îöåíêè ðàçáèåíèé, òàêèå êàê èíäåêñû 𝑅𝑎𝑛𝑑,𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑_𝑅𝑎𝑛𝑑 или 𝑁𝑀𝐼 [23]. Îäíàêî ýòè
êðèòåðèè ïðèìåíèìû òîëüêî â ñëó÷àå íåïåðåêðûâàþùèõñÿ ñîîáùåñòâ. Èíäåêñ 𝑂𝑚𝑒𝑔𝑎 [24]
ÿâëÿåòñÿ ìåðîé, êîòîðóþ ìîæíî ïðèìåíÿòü äëÿ ñðàâíåíèÿ ðåçóëüòàòîâ ðàçáèåíèÿ â ñè-
òóàöèÿõ, êîãäà îáà ðåçóëüòàòà ðàçáèåíèÿ ñîäåðæàò ïåðåêðûâàþùèåñÿ ñîîáùåñòâà, îäèí
ñîäåðæèò èëè íè îäèí íå ñîäåðæèò [25, 26].

2.3. Метод сглаживания (𝑓𝑙𝑎𝑡𝑡𝑒𝑛𝑖𝑛𝑔) [27, 28]. Â îáùåì ñëó÷àå ìåòîä ðåãëàìåíòèðóåò
ïðîöåññ ôîðìàëüíîãî ïðåäñòàâëåíèÿ âçàèìîäåéñòâèÿ àêòîðîâ â îáîçðèìîì ôîðìàòå, íà-
ïðèìåð òàáëè÷íîì. Â íàøåì ñëó÷àå ïðèìåíÿåòñÿ ñ öåëüþ ïðåîáðàçîâàíèÿ ìíîãîñëîéíîé
ñåòè â îäíîñëîéíóþ ñåòü (âîçìîæíî, âçâåøåííóþ) ïóòåì èãíîðèðîâàíèÿ èíôîðìàöèè, õà-
ðàêòåðíîé äëÿ èíäèâèäóàëüíûõ ñëîåâ, ò. å. íå ïðèíèìàÿ âî âíèìàíèå èíôîðìàöèþ î òèïå
ðåáåð. Åãî ïðèìåíåíèå ïîçâîëÿåò èñïîëüçîâàòü òðàäèöèîííûå àëãîðèòìû îáíàðóæåíèÿ
ñîîáùåñòâ.

Ìåòîä полного сглаживания ïîçâîëÿåò êîíñòðóèðîâàòü íåâçâåøåííûå ãðàôû, ãäå äâà
óçëà ñìåæíû, åñëè èõ ñîîòâåòñòâóþùèå àêòîðû ñìåæíû â ëþáîì èç âõîäíûõ ñëîåâ, ò. å. äëÿ
ìóëüòèïëåêñà ýòî ïîñòðîåíèå ïðîåêöèè ñåòè (1). Ïðåèìóùåñòâî ýòîãî ìåòîäà çàêëþ÷àåòñÿ
â òîì, ÷òî ñóùåñòâóåò áîëüøîå ÷èñëî õîðîøî àïðîáèðîâàííûõ àëãîðèòìîâ êëàñòåðèçàöèè
äëÿ íåâçâåøåííûõ ãðàôîâ, à ïðè íàëè÷èè âçâåøåííûõ ðåáåð çà÷àñòóþ ïîäðàçóìåâàåòñÿ
äîïîëíèòåëüíûé óðîâåíü ñëîæíîñòè. Â ñâîþ î÷åðåäü, взвешенное сглаживание îòðàæàåò
âàæíûå ñòðóêòóðíûå ñâîéñòâà èñõîäíîé ìóëüòèïëåêñíîé ñåòè â ôîðìå âåñîâ, íàçíà÷åííûõ
ðåáðàì. Íàïðèìåð, îäèí èç ñïîñîáîâ íàçíà÷åíèÿ âåñà, â êîòîðîì ïàðàìåòð âåñ îçíà÷àåò
÷èñëî ñëîåâ, â êîòîðûõ ïðèñóòñòâóåò äàííîå ðåáðî: 𝑤 (𝑢, 𝑣) = |{𝑖, (𝑢,𝑣) ∈ 𝐸𝑖}|. Â ðàáî-
òàõ [27, 28] ïðèâåäåíû òàêæå äðóãèå ñïîñîáû îïðåäåëåíèÿ âåñîâ. Àëüòåðíàòèâíûé ïîäõîä
ê ïîëíîìó ñãëàæèâàíèþ, ñîñòîÿùèé èç êîìïðîìèññà ìåæäó îðèãèíàëüíîé ìíîãîñëîéíîé
ñåòüþ è ñåòüþ, ïîëó÷åííîé ïîëíûì ñãëàæèâàíèåì, ïðèâåäåí â ðàáîòå [29].

Ìåòîäû ñãëàæèâàíèÿ ïðèâîäÿò ê îáðàçîâàíèþ ñîîáùåñòâ-êîëîíí, òàê êàê àêòîðû èç
ðàçíûõ ñëîåâ ïðåäñòàâëåíû îäíèì óçëîì â ñãëàæåííîì ãðàôå (äàëåå � 𝐺𝑓 ). Â ðåçóëüòà-
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òå ðàáîòû àëãîðèòìà ìîãóò âîçíèêíóòü ñîîáùåñòâà, êîòîðûå íå ÿâëÿþòñÿ ñîîáùåñòâîì â
êàêîì-ëèáî îòäåëüíîì ñëîå. Ñëîæíîñòü àëãîðèòìà â äàííîì ñëó÷àå ñîîòâåòñòâóåò ñëîæíî-
ñòè øàãà îáíàðóæåíèÿ ñîîáùåñòâ. Áîëåå âûñîêîå ñõîäñòâî ñëîåâ, íàïðèìåð ñ òî÷êè çðåíèÿ
ïðèñóòñòâèÿ ðåáåð ìåæäó îäíîèìåííûìè àêòîðàìè, ìîæåò ïîâëå÷ü ìåíüøåå âðåìÿ âûïîë-
íåíèÿ îäíîñëîéíîãî àëãîðèòìà.

2.4. Оценка результатов кластеризации. Â îäíîñëîéíîé ñåòè ïëîòíîñòü ñîîáùåñòâà
îïðåäåëÿåòñÿ ñîîòíîøåíèåì ìåæäó ÷èñëîì ñóùåñòâóþùèõ ðåáåð ñðåäè óçëîâ ñîîáùåñòâà
è ÷èñëîì âñåõ âîçìîæíûõ ðåáåð. Â ìíîãîñëîéíîé ñåòè ïëîòíîñòü ìîæåò îáåñïå÷èâàòüñÿ
îäíèì ñëîåì, à ìîæåò � íåñêîëüêèìè. Â ðàáîòå [27] îïðåäåëåí ïàðàìåòð 𝜌𝑐, õàðàêòåðèçó-
þùèé ñîîáùåñòâà ìíîãîñëîéíîé ñåòè. Ïóñòü 𝑐 � ñîîáùåñòâî, ñôîðìèðîâàííîå àëãîðèòìîì
ïîèñêà ñîîáùåñòâ â ìíîãîñëîéíîé ñåòè. Îáîçíà÷èì 𝑀 � ìíîæåñòâî ñëîåâ; 𝑃 � ìíîæåñòâî
ïàð (𝑢, 𝑣), ñâÿçàííûõ ïî êðàéíåé ìåðå â îäíîì ñëîå ñåòè; 𝑃 2 � ìíîæåñòâî ïàð, ñâÿçàííûõ
ïî êðàéíåé ìåðå â äâóõ ñëîÿõ; 𝑃𝑐 � ïîäìíîæåñòâî ïàð èç 𝑃 , âõîäÿùèõ â ñîîáùåñòâî 𝑐.
Ðàññìîòðèì ïîäìíîæåñòâî ïàð 𝑃 2

𝑐 ⊆ 𝑃 2, ñîñòîÿùåå èç ïàð ìíîæåñòâà 𝑃 2, âõîäÿùèõ â 𝑐.
Îáîçíà÷èì ðåáðî, ïðèíàäëåæàùåå ñëîþ 𝑚 ∈ 𝑀 , òðèàäîé (𝑢, 𝑣,𝑚); 𝐸 � ìíîæåñòâî âñåõ
ðåáåð èñõîäíîé ñåòè.

Îïðåäåëÿåòñÿ ìåðà (2), íàçâàííàÿ избыточностью, îòðàæàþùàÿ ñèòóàöèþ, ïðè êî-
òîðîé ìíîæåñòâî óçëîâ, ñîñòàâëÿþùèõ ñîîáùåñòâî â îäíîì ñëîå, ñîñòàâëÿåò ñîîáùåñòâî
òàêæå è â äðóãèõ ñëîÿõ. Ýòà ìåðà ìîæåò ðàññìàòðèâàòüñÿ êàê èíäèêàòîð èçáûòî÷íîñòè
ðåáåð: ÷åì áîëüøå ñëîåâ ñîåäèíÿþò êàæäóþ ïàðó óçëîâ â ñîîáùåñòâå, òåì âûøå áóäåò èç-
áûòî÷íîñòü. Òåïåðü ìîæíî îïðåäåëèòü нормализованную èçáûòî÷íîñòü, ïîäñ÷èòàâ ÷èñëî
ïàð, èìåþùèõ èçáûòî÷íûå ñâÿçè, íîðìàëèçóÿ ïî òåîðåòè÷åñêîìó ìàêñèìóìó:

𝜌𝑐 =
∑︁

(𝑢, 𝑣)∈ 𝑃 2
𝑐

|𝑚 : ∃ (𝑢,𝑣,𝑚) ∈ 𝐸|
|𝑀 | · |𝑃𝑐|

. (2)

Ïàðàìåòð 𝜌𝑐 ïðèíèìàåò çíà÷åíèÿ â äèàïàçîíå [0, 1]. Ïîñêîëüêó äëÿ ñîîáùåñòâ, ñîñòî-
ÿùèõ èç îäíîãî ýëåìåíòà, |𝜌𝑐| = 0, òàêèå ñîîáùåñòâà íå ðàññìàòðèâàþòñÿ. Ïî ñóùåñòâó,
ïàðàìåòð 𝜌𝑐 ïîäîáåí ìåðå ïåðåêðûòèÿ ñëîåâ íà óðîâíå ñîîáùåñòâ [30].

3. Вычислительный эксперимент.
3.1. Данные. Âçâåøåííàÿ äâóõñëîéíàÿ ìóëüòèïëåêñíàÿ ñåòü àâòîðñòâàℳ𝑐𝑐 ïîñòðîåíà

íà îñíîâå äàííûõ, èçâëå÷åííûõ èç çàïèñåé ýëåêòðîííîãî XML-àðõèâà íàó÷íîãî æóðíàëà
¾Ñàõàðíûé äèàáåò¿ (ISSN 2072-0378), íàõîäÿùåãîñÿ â ñâîáîäíîì äîñòóïå. Ðàññìàòðèâàåò-
ñÿ ìíîæåñòâî ñòàòåé 𝑃 , îïóáëèêîâàííûõ â æóðíàëå, |𝑃 | = 991, è ìíîæåñòâî àâòîðîâ 𝐴,
|𝐴| = 1694, ó÷àñòâîâàâøèõ â èõ ñîçäàíèè. Â ñâîþ î÷åðåäü, 𝑃 ïðåäñòàâëåíî îáúåäèíåíè-
åì ìíîæåñòâ 𝑃𝑚 � ñòàòåé, ñîçäàííûõ â ñîàâòîðñòâå, è ìíîæåñòâà 𝑃 𝑠 � èíäèâèäóàëüíûõ
ñòàòåé (â íàøåì ñëó÷àå |𝑃𝑚| = 843, |𝑃 𝑠| = 148). Àíàëîãè÷íî, ìíîæåñòâî àâòîðîâ 𝐴 ïðåä-
ñòàâëåíî îáúåäèíåíèåì ìíîæåñòâ 𝐴 = 𝐴𝑚 ∪ 𝐴𝑠, ãäå 𝐴𝑚 � ïîäìíîæåñòâî àâòîðîâ, èìåþ-
ùèõ ñîâìåñòíûå ïóáëèêàöèè, 𝐴𝑠 � èìåþùèõ èñêëþ÷èòåëüíî èíäèâèäóàëüíûå ïóáëèêàöèè
(â íàøåì ñëó÷àå |𝐴𝑚| = 1676, |𝐴𝑠| = 18). Äëÿ âû÷èñëåíèé èñïîëüçîâàëñÿ ïàêåò 𝑖𝑔𝑟𝑎𝑝ℎ íà
îñíîâå 𝑅.

Â êà÷åñòâå óçëîâ ñåòè âûñòóïàþò àâòîðû ñòàòåé. Ïåðâûé ñëîé (𝑙1) � ãðàô ñîàâòîðñòâà
𝐺1 = (𝑉,𝐸1), |𝑉 | = |𝐴|, óçëû ñîîòâåòñòâóþò àâòîðàì; ðåáðî (𝑢, 𝑣, 1) ìåæäó äâóìÿ óçëàìè
óñòàíàâëèâàåòñÿ â ñëó÷àå, åñëè ñîîòâåòñòâóþùèå àâòîðû èìåþò ñîâìåñòíûå ïóáëèêàöèè;
âåñ ðåáðà ðàâåí ÷èñëó ïóáëèêàöèé. Âòîðîé ñëîé (𝑙2) � îðèåíòèðîâàííûé ãðàô öèòèðî-
âàíèÿ 𝐺2 = (𝑉,𝐸2); ðåáðî (𝑢, 𝑣, 2) ìåæäó öèòèðóþùèì è öèòèðóåìûì óñòàíàâëèâàåòñÿ,
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Таблица 1
Параметры слоев сетиℳ𝑐𝑐 и графа 𝐺𝑓

Граф 𝑛 𝑚 𝑛𝑐 𝑚𝑐𝑠 𝑑𝑒𝑛𝑠 𝑐𝑐 𝑎𝑝𝑙 𝑑𝑖𝑎

𝐺1 1676 16418 96 1112 0,005848324 0,3627196 3,781167 11
𝐺2 1075 21171 763 305 0,018337014 0,2198572 2,815648 7
𝐺𝑓 1682 24134 49 1484 0,017071126 0,2437155 2,607897 7

åñëè â ñïèñêå ëèòåðàòóðû ñòàòüè, â êîòîðîé ó÷àñòâóåò öèòèðóþùèé àâòîð, ïðèñóòñòâóåò
ññûëêà íà ñòàòüþ èç æóðíàëà, â êîòîðîé ó÷àñòâóåò öèòèðóåìûé àâòîð. Äåòàëè ïîñòðîåíèÿ
ïðèâåäåíû â ðàáîòå [20]. Â êà÷åñòâå ñãëàæåííîé ñåòè ðàññìàòðèâàåòñÿ íåâçâåøåííûé ãðàô
(ñãëàæèâàíèÿ) 𝐺𝑓 = (𝑉,𝐸), â êîòîðîì äâà óçëà ñìåæíû, åñëè èõ ñîîòâåòñòâóþùèå àêòîðû
ñìåæíû õîòÿ áû â îäíîì ñëîå, îðèåíòàöèÿ âòîðîãî ñëîÿ íå ó÷èòûâàåòñÿ.

Ïàðàìåòðû ñëîåâ è ãðàôà 𝐺𝑓 ïðèâåäåíû â òàáë. 1. Îáîçíà÷åíèÿ: 𝑛 � ÷èñëî óçëîâ; 𝑚 �
÷èñëî ðåáåð; 𝑛𝑐 � ÷èñëî êîìïîíåíò; 𝑚𝑐𝑠 � ðàçìåð ìàêñèìàëüíîé êîìïîíåíòû; 𝑑𝑒𝑛𝑠 �
ðåáåðíàÿ ïëîòíîñòü; 𝑐𝑐 � êîýôôèöèåíò êëàñòåðèçàöèè (ãëîáàëüíûé � ñîîòíîøåíèå ÷èñ-
ëà òðåóãîëüíèêîâ ê ÷èñëó ñâÿçíûõ òðîåê); 𝑎𝑝𝑙 � ñðåäíÿÿ äëèíà ïóòè; 𝑑𝑖𝑎 � äèàìåòð.
Îäèíî÷íûå óçëû íå âêëþ÷åíû â ñîñòàâ ñëîåâ ñåòè.

3.2. Алгоритмы. Ðàññìîòðèì äâà àëãîðèòìà, èñïîëüçóþùèå ìåòîäû, îñíîâàííûå íà
случайных блужданиях. Îíè ïðåäïîëàãàþò, ÷òî àêòîð, ñëó÷àéíûì îáðàçîì ñëåäóþùèé
ïî ðåáðàì â ñåòè, áóäåò èìåòü òåíäåíöèþ ïîïàäàòü â ëîâóøêó âíóòðè ñîîáùåñòâ èç-çà
áîëåå âûñîêîé ïëîòíîñòè ðåáåð ìåæäó óçëàìè âíóòðè îäíîãî ñîîáùåñòâà, ðåæå ïåðåìåùà-
ÿñü èç îäíîãî ñîîáùåñòâà â äðóãîå. Ðåçóëüòàòîì ðàáîòû àëãîðèòìîâ ÿâëÿåòñÿ ìíîæåñòâî
íåïåðåñåêàþùèõñÿ ñîîáùåñòâ, ïðè ýòîì êàæäûé àêòîð ïîïàäàåò â êàêîå-ëèáî ñîîáùåñòâî.

3.2.1. Àëãîðèòì Walktrap, ïðåäñòàâëåííûé â ðàáîòå [31], âûÿâëÿåò ïëîòíûå ïîäãðàôû
èñõîäíîãî ãðàôà íà îñíîâå ñëó÷àéíîãî áëóæäàíèÿ. Àãëîìåðàòèâíûé àëãîðèòì îáúåäèíÿ-
åò óçëû â êëàñòåðû íà îñíîâå îïðåäåëåííîé â ðàáîòå ìåðû ñõîäñòâà (ðàññòîÿíèÿ) ìåæäó
óçëàìè. Íà íà÷àëüíîì ýòàïå êàæäûé óçåë ÿâëÿåòñÿ êëàñòåðîì. Äàëåå, ïî êðèòåðèþ ðàñ-
ñòîÿíèÿ, íà êàæäîì ýòàïå äâà ñîñåäíèõ êëàñòåðà îáúåäèíÿþòñÿ â íîâûé êëàñòåð, îáðà-
çóÿ íîâîå ðàçáèåíèå óçëîâ. Ïåðåñ÷èòûâàþòñÿ ðàññòîÿíèÿ. Êëþ÷åâîé ìîìåíò àëãîðèòìà �
ñïîñîá âûáîðà ñîîáùåñòâ äëÿ ñëèÿíèÿ è òîò ôàêò, ÷òî ðàññòîÿíèÿ ìîæíî ýôôåêòèâíî
îáíîâëÿòü. Ñëîæíîñòü àëãîðèòìà îöåíèâàåòñÿ 𝑂(𝑚𝑛2), ãäå 𝑛 è 𝑚 � ÷èñëî óçëîâ è ðåáåð
ñîîòâåòñòâåííî.

Âûáîð ðåçóëüòèðóþùåãî ðàçáèåíèÿ ïðîèçâîäèòñÿ íà îñíîâå ìîäóëüíîñòè. Ìîäóëüíîñòü
𝑄 � ýòî ôóíêöèÿ êà÷åñòâà, êîòîðàÿ ñðàâíèâàåò ÷èñëî ðåáåð ìåæäó óçëàìè ñîîáùåñòâ ñ
÷èñëîì, êîòîðîå ìîæíî áûëî áû îæèäàòü ïðè ãðóïïèðîâàíèè ñëó÷àéíûì îáðàçîì. Òî åñòü
äëÿ èäåíòèôèêàöèè ñîîáùåñòâ â ñåòè òðåáóåòñÿ íàéòè ðàçäåëåíèå, êîòîðîå ìàêñèìèçèðóåò
ìîäóëüíîñòü. Åñëè âåðîÿòíîñòü òîãî, ÷òî äâà óçëà ñâÿçàíû ðåáðîì â ãðàôå, îïðåäåëÿåò-

ñÿ ðàâåíñòâîì 𝑝𝑖𝑗 =
𝑘𝑖 · 𝑘𝑗
⟨𝑘⟩ ·𝑁

, à 𝑐𝑖 � ýòî ñîîáùåñòâî, ê êîòîðîìó ïðèíàäëåæèò óçåë 𝑖, òî

ïàðàìåòð ìîäóëüíîñòü 𝑄 îïðåäåëÿåòñÿ ðàâåíñòâîì

𝑄 =
1

⟨𝑘⟩ ·𝑁
∑︁
𝑖𝑗

(𝑎𝑖𝑗 − 𝑝𝑖𝑗) · 𝛿 (𝑐𝑖,𝑐𝑗) , (3)

ãäå 𝛿 � äåëüòà Êðîíåêåðà; 𝑎𝑖𝑗 � ýëåìåíò ìàòðèöû ñìåæíîñòè ãðàôà; 𝑘𝑖 � ñòåïåíü óçëà 𝑖;
⟨𝑘⟩ � ñðåäíåå çíà÷åíèå ñòåïåíè óçëîâ [6].
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Таблица 2
Статистика структуры сообществ

XXXXXXXXXXXГраф
Параметры

𝐾1 𝐾2 𝐾3 𝐾4 𝑄

Алгоритм 𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝

𝐺𝑓 230 552 4 46 0,2873692
𝐺1 259 305 3 15 0,5499898
𝐺2 189 433 2 143 0,1195941

Алгоритм 𝐼𝑛𝑓𝑜𝑚𝑎𝑝

𝐺𝑓 146 458 8 0 0,3215479
𝐺1 211 123 3 0 0,5809985
𝐺2 16 969 0 0 0,0218763

Таблица 3
Индексы сравнения результатов разбиений

графов с использованием алгоритмов 𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝 и 𝐼𝑛𝑓𝑜𝑚𝑎𝑝
PPPPPPPPPИндекс

Граф
𝐺𝑓 𝐺1 𝐺2

𝑟𝑎𝑛𝑑 0,9475448 0,9686040 0,3534814
𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑𝑟𝑎𝑛𝑑 0,7048701 0,3995592 0,0837723
𝑛𝑚𝑖 0,8706313 0,8995698 0,2737676

3.2.2. Àëãîðèòì 𝐼𝑛𝑓𝑜𝑚𝑎𝑝 [32] èäåíòèôèöèðóåò ñîñòàâëÿþùèå ñåòü ìîäóëè ïóòåì ýô-
ôåêòèâíîãî îïèñàíèÿ ïðîöåññà ðàñïðîñòðàíåíèÿ èíôîðìàöèè ïî ñåòè. Îñíîâàí íà èäåå
ñëó÷àéíîãî áëóæäàíèÿ ïî ñåòè ñ öåëüþ ìèíèìèçèðîâàòü äëèíó ïóòè îáõîäà óçëîâ, ÷òî ïîç-
âîëÿåò âûÿâëÿòü ñîîáùåñòâà íà îñíîâå ñåòåâûõ ïîòîêîâ èíôîðìàöèè. Âûäåëÿåòñÿ ãðóï-
ïà óçëîâ, â êîòîðîé îáìåí èíôîðìàöèåé îñóùåñòâëÿåòñÿ äîñòàòî÷íî áûñòðî, óçëû ýòîé
ãðóïïû îáúåäèíÿþòñÿ, äàëåå îíà âûñòóïàåò êàê åäèíûé ìîäóëü. Ñâÿçè ìåæäó ìîäóëÿ-
ìè, ïîñòðîåííûìè ïîäîáíûì îáðàçîì, îòðàæàþò ñåòåâûå èíôîðìàöèîííûå ïîòîêè. Äëÿ
îïèñàíèÿ ýòîãî ïðîöåññà ïðèìåíÿåòñÿ ýôôåêòèâíûé êîä Õàôôìàíà, ïîçâîëÿþùèé ãåíåðè-
ðîâàòü óíèêàëüíûå èìåíà óçëîâ. Ýòîò ïðèåì ïîçâîëÿåò ïîñòðîèòü êàðòó ñåòè, â ðåçóëüòà-
òå ñëó÷àéíîãî áëóæäàíèÿ (ïóòåøåñòâèÿ) ïî êîòîðîé ìîæíî âûäåëèòü ìîäóëè, â êîòîðûõ
¾ïóòåøåñòâåííèê¿ ïðîâåë áîëüøóþ ÷àñòü âðåìåíè. Âû÷èñëèòåëüíàÿ ñëîæíîñòü àëãîðèòìà
𝑂(𝑛 log 𝑛).

3.3. Результаты разбиения. Äëÿ ñðàâíåíèÿ ïðèâîäÿòñÿ ðåçóëüòàòû ðàçáèåíèÿ íà ñîîá-
ùåñòâà äëÿ ãðàôà 𝐺𝑓 , à òàêæå äëÿ ñëîåâ, ïðåäñòàâëåííûõ ãðàôàìè 𝐺1 è 𝐺2. Ðåçóëüòàòû
ðàáîòû àëãîðèòìîâ 𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝 è 𝐼𝑛𝑓𝑜𝑚𝑎𝑝 ïðåäñòàâëåíû â òàáë. 2.

Â çàãîëîâêàõ òàáë. 2 èñïîëüçóþòñÿ ñëåäóþùèå ñîêðàùåíèÿ: 𝐾1 � ÷èñëî êëàñòåðîâ;
𝐾2 � ðàçìåð ìàêñèìàëüíîãî êëàñòåðà: 𝐾3 � ÷èñëî êëàñòåðîâ ñ ÷èñëîì óçëîâ ìåíüøå
ìàêñèìàëüíîãî è áîëüøå 30; 𝐾4 � ÷èñëî îäèíî÷íûõ êëàñòåðîâ.

Ïðè ðàçáèåíèè íà ñîîáùåñòâà âçâåøåííîãî îðèåíòèðîâàííîãî ãðàôà 𝐺2 ñ ïîìîùüþ
àëãîðèòìà 𝐼𝑛𝑓𝑜𝑚𝑎𝑝 ïðèáëèçèòåëüíî 90% óçëîâ ïîïàëî â ìàêñèìàëüíîå ñîîáùåñòâî. Èç
458 óçëîâ, âõîäÿùèõ â ìàêñèìàëüíîå ñîîáùåñòâî ïðè ðàçáèåíèè ãðàôà ñãëàæèâàíèÿ 𝐺𝑓 ,
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Таблица 4
Значения параметра 𝜌𝑐

𝐼𝑛𝑓𝑜𝑚𝑎𝑝 𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝

𝑐(·) 𝑛 𝜌𝑐 𝑐(·) 𝑛 𝜌𝑐
106 2 1,000 26 2 1,000
55 10 0,756 63 2 1,000
63 10 0,600 14 10 0,756
11 7 0,500 42 7 0,583
72 9 0,438 20 8 0,529
22 26 0,244 61 5 0,400
6 10 0,211 58 15 0,365
2 69 0,202 19 7 0,357
73 11 0,185 12 17 0,239
29 12 0,179 35 9 0,222
38 33 0,166 7 62 0,221
35 34 0,163 6 69 0,202
25 26 0,160 9 32 0,167
1 458 0,152 18 12 0,158
5 31 0,113 1 552 0,147
10 51 0,087 5 74 0,083
59 31 0,078 53 13 0,014
32 10 0,077
9 31 0,068

114 óçëîâ ïîïàëî â ìàêñèìàëüíîå ñîîáùåñòâî ïðè êëàñòåðèçàöèè 𝐺1 (èç 123), è 420 âõîäÿò
â ìàêñèìàëüíîå ïðè êëàñòåðèçàöèè 𝐺2 (èç 969).

Ñðàâíåíèå ðåçóëüòàòîâ ðàçáèåíèé ñ ïîìîùüþ àëãîðèòìîâ 𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝 è 𝐼𝑛𝑓𝑜𝑚𝑎𝑝 ïðåä-
ñòàâëåíî â òàáë. 3. Íàèáîëåå ñòàáèëüíûå ðåçóëüòàòû ó ãðàôà ñãëàæèâàíèÿ 𝐺𝑓 .

3.4. Характеристика сообществ на основе параметра 𝜌𝑐. Â òàáë. 4 ïðèâåäåíû íåíóëå-
âûå çíà÷åíèÿ ïàðàìåòðà 𝜌𝑐, õàðàêòåðèçóþùåãî ñîîáùåñòâà, âûÿâëåííûå ñ ïîìîùüþ àëãî-
ðèòìîâ 𝐼𝑛𝑓𝑜𝑚𝑎𝑝 è𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝. Çäåñü 𝑐(·)� íîìåð ñîîáùåñòâà, 𝑛� ÷èñëî óçëîâ â ñîîáùåñòâå.
Äëÿ àëãîðèòìà 𝐼𝑛𝑓𝑜𝑚𝑎𝑝 íåíóëåâîå çíà÷åíèå 𝜌𝑐 èìåþò ïðèáëèçèòåëüíî 13% êëàñòåðîâ, à
äëÿ àëãîðèòìà 𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝 � 7,4% êëàñòåðîâ. Ïðè ýòîì â îáîèõ ñëó÷àÿõ íóëåâîå çíà÷åíèå
èìåþò â îñíîâíîì êëàñòåðû íåáîëüøîãî ðàçìåðà. Ñëåäóåò òàêæå çàìåòèòü, ÷òî áîëüøîå
÷èñëî íóëåâûõ çíà÷åíèé îáúÿñíÿåòñÿ òåì, ÷òî â ñëîå öèòèðîâàíèÿ 37% àêòîðîâ ïðåäñòàâ-
ëåíû îäèíî÷íûìè âåðøèíàìè.

Îòìåòèì, ÷òî êëàñòåðû íàèáîëüøåãî ðàçìåðà (458 è 552), ïîëó÷åííûå ñ èñïîëüçîâàíè-
åì àëãîðèòìîâ 𝐼𝑛𝑓𝑜𝑚𝑎𝑝 è 𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝, ïåðåñåêàþòñÿ ïî 436 óçëàì.

Заключение. Ðàññìîòðåí îäèí èç ìåòîäîâ âûÿâëåíèÿ íåïåðåñåêàþùèõñÿ ñîîáùåñòâ
ìíîãîñëîéíîé ñåòè â ïðèìåíåíèè ê äâóõñëîéíîé ìóëüòèïëåêñíîé ñåòè àâòîðîâ íàó÷íîãî
æóðíàëà. Îí îñóùåñòâëÿåò ïîñòðîåíèå îòîáðàæåíèÿ ìíîãîñëîéíîé ñåòè íà îäíîñëîéíóþ
ñ ïðèìåíåíèåì ìåòîäà ñãëàæèâàíèÿ. Ýòî ïîçâîëèëî èñïîëüçîâàòü èçâåñòíûå àëãîðèòìû
âûÿâëåíèÿ ñîîáùåñòâ, ïðåäíàçíà÷åííûå äëÿ îäíîñëîéíûõ ñåòåé. Ðåçóëüòàòîì ðàáîòû àë-
ãîðèòìà ÿâëÿåòñÿ ìíîæåñòâî èäåíòèôèêàòîðîâ óçëîâ, âõîäÿùèõ â ñîîáùåñòâî, ïî êîòîðûì
ìîæíî âîññòàíîâèòü èñõîäíóþ ìíîãîñëîéíóþ ñåòåâóþ ñòðóêòóðó. Â êà÷åñòâå õàðàêòåðè-
ñòèêè ìíîãîñëîéíîñòè âûñòóïàåò ïàðàìåòð 𝜌𝑐, õàðàêòåðèçóþùèé ñòåïåíü ïåðåêðûòèÿ ñëî-
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åâ íà óðîâíå ñîîáùåñòâ. Ðàññìîòðåíû äâà àëãîðèòìà âûÿâëåíèÿ ñîîáùåñòâ, îñíîâàííûå
íà òåõíèêå ñâîáîäíîãî áëóæäàíèÿ � 𝑊𝑎𝑙𝑘𝑡𝑟𝑎𝑝 è 𝐼𝑛𝑓𝑜𝑚𝑎𝑝. Ñðàâíåíèå ðåçóëüòàòîâ ðàáîòû
àëãîðèòìîâ ïðîâåäåíî ñ èñïîëüçîâàíèåì èíäåêñîâ 𝑟𝑎𝑛𝑑, 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑_𝑟𝑎𝑛𝑑 è 𝑛𝑚𝑖. Äëÿ 𝐺𝑓 âñå
èíäåêñû äåìîíñòðèðóþò âûñîêèé óðîâåíü ñõîäñòâà ðåçóëüòàòîâ ðàáîòû àëãîðèòìîâ. Èñ-
ïîëüçîâàíèå ïàðàìåòðà 𝜌𝑐 ïîêàçàëî, ÷òî áîëüøèíñòâî ñîîáùåñòâ èìåþò íóëåâîå çíà÷åíèå
ïàðàìåòðà, ò. å. ñîîáùåñòâà ñîñòîÿò èç âåðøèí îäíîãî èç ñëîåâ. Â äàëüíåéøåì ïðåäïîëà-
ãàåòñÿ àïðîáèðîâàòü ìåòîäû ïîñëîéíîé è ìíîãîñëîéíîé êëàñòåðèçàöèè ê àíàëèçèðóåìîé
ñåòè.

Àâòîðû áëàãîäàðÿò À. Â. Ôåîôàíîâà çà òåõíè÷åñêóþ ïîääåðæêó íà ýòàïå âûïîëíåíèÿ
âû÷èñëèòåëüíîãî ýêñïåðèìåíòà.
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A detailed description of the mechanisms of chemical reactions of hydrocarbon oxidation includes
many different pathways and sets of elementary reactions, which makes it difficult to use large-size
models to calculate complex combustion phenomena. To address this problem, methods of reduction
of chemical kinetic mechanisms are applied. In this paper, a comparative analysis of the performance
of graph reduction methods of different generations is carried out. The initial kinetic mechanism is
represented as an oriented graph, the nodes of which correspond to chemical substances, the arcs reflect
the dependencies between substances. The advantage of these methods lies in their lower computational
costs and their ability to form rather compact reduced models.
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Введение. Äåòàëüíîå îïèñàíèå ìåõàíèçìîâ ïðîòåêàíèÿ õèìè÷åñêèõ ðåàêöèé îêèñëå-
íèÿ óãëåâîäîðîäîâ âêëþ÷àåò ìíîæåñòâî âñåâîçìîæíûõ ïóòåé è íàáîðîâ ñêîðîñòåé ýëå-
ìåíòàðíûõ ðåàêöèé äëÿ ïðîìåæóòî÷íûõ ïðîäóêòîâ ðåàêöèé. Îñíîâíûìè ïàðàìåòðàìè
ýòèõ ìåõàíèçìîâ ÿâëÿþòñÿ òàêèå ïàðàìåòðû êàê äàâëåíèå, òåìïåðàòóðà, îòíîøåíèå ýê-
âèâàëåíòíîñòè è âðåìÿ ïðåáûâàíèÿ. Ìîäåëè áîëüøèõ ðàçìåðîâ òðóäíî èñïîëüçîâàòü äëÿ
ðàñ÷åòà äàæå óìåðåííî ñëîæíûõ ÿâëåíèé ãîðåíèÿ, òàêèõ êàê íåñòàöèîíàðíîå, äâóìåð-
íîå è òðåõìåðíîå ëàìèíàðíîå ïëàìÿ. Êðîìå òîãî, èõ èñïîëüçîâàíèå ïðè ìîäåëèðîâàíèè
ÿâëåíèé ãîðåíèÿ ÷àñòî ïðèâîäèò ê ñóùåñòâåííûì ðàçëè÷èÿì âî âðåìåííûõ ìàñøòàáàõ ñè-
ñòåìíûõ ïåðåìåííûõ èç-çà ñèëüíî ðàçëè÷àþùèõñÿ ðåàêöèîííûõ ñïîñîáíîñòåé õèìè÷åñêèõ
ñîåäèíåíèé.

Ðåçóëüòèðóþùàÿ æåñòêîñòü ñèñòåìû ìîæåò çíà÷èòåëüíî îãðàíè÷èòü ïðèìåíåíèå ìíî-
ãèõ áûñòðûõ è ïðîñòûõ ÷èñëåííûõ ìåòîäîâ, òàêèì îáðàçîì óñëîæíèâ ðåøåíèå çàäà÷è. Ìî-
äåëèðîâàíèå òàêèõ ñèñòåì îñóùåñòâëÿåòñÿ ïóòåì ÷èñëåííîãî èíòåãðèðîâàíèÿ óêàçàííûõ
äèôôåðåíöèàëüíûõ óðàâíåíèé. Ðåøåíèå ñèñòåì äèôôåðåíöèàëüíûõ óðàâíåíèé, îïèñûâà-
þùèõ äèíàìèêó ïîäîáíûõ ìåõàíèçìîâ, òðåáóåò çíà÷èòåëüíûõ âû÷èñëèòåëüíûõ ðåñóðñîâ
è âðåìåíè. Òàêèì îáðàçîì, ñóùåñòâóåò íåîáõîäèìîñòü ðàçðàáîòêè ñèñòåìàòè÷åñêèõ ìåòî-
äîëîãèé, êîòîðûå ìîãóò óìåíüøèòü äåòàëèçèðîâàííûå ìåõàíèçìû è èõ æåñòêîñòü. Äëÿ

Исследование выполнено в рамках научной программы Национального центра физики и математики,
направление № 2 «Математическое моделирование на супер-ЭВМ экса- и зеттафлопсной производитель-
ности. Этап 2023–2025».
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ðåøåíèÿ ýòîé ïðîáëåìû ïðèìåíÿþòñÿ ìåòîäû ðåäóêöèè õèìè÷åñêèõ êèíåòè÷åñêèõ ìåõà-
íèçìîâ, ñîêðàùàþùèå êîëè÷åñòâî âåùåñòâ è ðåàêöèé â ìîäåëè. Ïðàâèëüíî ðàçðàáîòàííûå
ìåõàíèçìû ðåäóêöèè ïîçâîëÿþò ñîêðàòèòü âû÷èñëèòåëüíûå è âðåìåííûå çàòðàòû, ñîõðà-
íèâ äîñòàòî÷íóþ òî÷íîñòü.

Ðåäóêöèÿ ìåõàíèçìà ìîæåò áûòü ïðîâåäåíà íà äâóõ óðîâíÿõ äåòàëèçàöèè. Ïåðâûé
óðîâåíü � ñêåëåòíàÿ ðåäóêöèÿ, êîòîðàÿ óñòðàíÿåò íåâàæíûå ðåàêöèè è âåùåñòâà ëèáî
íà îñíîâå êîìïëåêñíîãî ðàññìîòðåíèÿ, ëèáî äëÿ êîíêðåòíîãî ïðèìåíåíèÿ. Ðàçðàáîòàíî
íåñêîëüêî ìåòîäîâ, êàæäûé îáëàäàåò êàê äîñòîèíñòâàìè, òàê è îãðàíè÷åíèÿìè. Íàïðè-
ìåð, äâà ìåòîäà èäåíòèôèêàöèè èçáûòî÷íûõ ÷àñòèö â áîëüøèõ ìåõàíèçìàõ áûëè ðàçðàáî-
òàíû ñ ïîìîùüþ àíàëèçà ñêîðîñòè ðåàêöèè è ìàòðèöû ßêîáè ñîîòâåòñòâåííî [1, 2]. Ìåòîä
àíàëèçà ñêîðîñòè ðåàêöèè ïðåäïîëàãàåò, ÷òî âåùåñòâî ÿâëÿåòñÿ èçáûòî÷íûì, åñëè óñòðà-
íåíèå âñåõ ïîòðåáëÿþùèõ åãî ðåàêöèé íå âûçûâàåò ñóùåñòâåííîé îøèáêè äëÿ îñòàëüíûõ
âåùåñòâ. Ýòîò ìåòîä ïðîñò â èñïîëüçîâàíèè, îäíàêî åãî ðåàëèçàöèÿ çàíèìàåò ìíîãî âðå-
ìåíè èç-çà ïðîâåðêè êàæäîãî èñêëþ÷åííîãî âåùåñòâà. Ïðèìåíåíèå ìàòðèöû ßêîáè ìîæåò
èäåíòèôèöèðîâàòü âåùåñòâà, îòíîñÿùèåñÿ ê âàæíûì. Îäíàêî äëÿ ýòîãî òðåáóåòñÿ èòåðà-
öèîííàÿ ïðîöåäóðà [2] ñ ïðîèçâîëüíûì âûáîðîì ïîðîãîâûõ çíà÷åíèé [1]. Ìåòîä äåòàëü-
íîé ðåäóêöèè ïîçâîëÿåò ñèñòåìàòè÷åñêè âûÿâëÿòü âòîðîñòåïåííûå ðåàêöèè, ñðàâíèâàÿ
ñêîðîñòü êîíêðåòíîé ðåàêöèè ñî ñêîðîñòüþ ïðåäâàðèòåëüíî âûáðàííîé êîíòðîëèðóþùåé
ðåàêöèè. Îäíàêî èäåíòèôèêàöèÿ êîíòðîëèðóþùåé ðåàêöèè íåïðîñòà, îñîáåííî äëÿ êðóï-
íûõ ìåõàíèçìîâ, èç-çà îòñóòñòâèÿ óíèâåðñàëüíî ñòðîãîãî îïðåäåëåíèÿ êîíòðîëèðóþùåãî
ïîâåäåíèÿ è âîçìîæíîé ñìåíû êîíòðîëèðóþùèõ ïðîöåññîâ â ðàçëè÷íûõ óñëîâèÿõ. Áîëåå
òîãî, ìåäëåííàÿ ðåàêöèÿ íåîáÿçàòåëüíî ÿâëÿåòñÿ íåâàæíîé.

Âòîðîé óðîâåíü � ýòî ðåäóêöèÿ ñêåëåòà CSP (computational singular perturbation), äëÿ
åå âûïîëíåíèÿ ââîäèòñÿ âû÷èñëèòåëüíîå ñèíãóëÿðíîå âîçìóùåíèå, êîòîðîå ìîæåò áûòü
èñïîëüçîâàíî äëÿ âûÿâëåíèÿ è èñêëþ÷åíèÿ òîëüêî ýëåìåíòàðíûõ ðåàêöèé, íå âàæíûõ íè
äëÿ îäíîãî âåùåñòâà. Äëÿ îöåíèâàíèÿ èñïîëüçóåòñÿ èíäåêñ âàæíîñòè [3, 4]. Ðåäóêöèÿ âå-
ùåñòâ ñ ïîìîùüþ CSP ðåàëèçóåòñÿ òîëüêî ïðè äàëüíåéøåì äîïóùåíèè ñîñòîÿíèé ðåàêöèé
è âåùåñòâ, ñîñòàâëÿþùèõ âòîðîé óðîâåíü ðåäóêöèè. Âòîðîé óðîâåíü ðåäóêöèè âêëþ÷àåò
ïðèìåíåíèå äîïóùåíèé î ÷àñòè÷íîì ðàâíîâåñèè è êâàçèñòàöèîíàðíîì ñîñòîÿíèè (quasi-
steady-state) [5] ê ñêåëåòíîìó ìåõàíèçìó ñ èñïîëüçîâàíèåì ìåòîäîâ àíàëèçà ñêîðîñòè ðåàê-
öèè ñ êðèòåðèÿìè ìàëûõ ìîëüíûõ äîëåé, íîðìèðîâàííûõ ÷èñòûõ äåáèòîâ, à òàêæå àíàëèç
÷óâñòâèòåëüíîñòè. Ýòè ìåòîäû â îñíîâíîì òðåáóþò ïîëíûõ çíàíèé, çàâèñÿùèõ îò ìåõà-
íèçìà, è ìîãóò áûòü íåýôôåêòèâíûìè äëÿ óäàëåíèÿ ìîä êîðîòêîãî ìàñøòàáà âðåìåíè.
Ìåòîä CSP ïîëíîñòüþ ó÷èòûâàåò çàâèñèìîñòü ìàòðèöû ßêîáè îò âðåìåíè è ìîæåò òî÷-
íî èäåíòèôèöèðîâàòü áûñòðûå ìîäû, õîòÿ ïðîöåäóðà óòî÷íåíèÿ çàâèñÿùåãî îò âðåìåíè
ÿêîáèàíà òðåáóåò áîëüøîãî âðåìåíè âû÷èñëåíèé. Ñëåäîâàòåëüíî, äëÿ ïðàêòè÷åñêèõ öåëåé
ïðè ñîçäàíèè ñòàòè÷åñêèõ ïðèâåäåííûõ ìåõàíèçìîâ CSP ÷àñòî èñïîëüçóåòñÿ â ñî÷åòàíèè
ñ ïðåäïîëîæåíèåì î ïîñòîÿííîì ÿêîáèàíå.

Ñðåäè ìåòîäîâ ñîêðàùåíèÿ èìåþòñÿ è äðóãèå ìåòîäû, òàêèå êàê àíàëèç ÷óâñòâèòåëü-
íîñòè [6, 7], ñòðóêòóðíûé àíàëèç (ISSA) [8] è ìåòîä õèìè÷åñêîãî âîññòàíîâëåíèÿ (CGR) [9].
Äàííûå ìåòîäû ïîçâîëÿþò íàéòè è óäàëèòü íåñóùåñòâåííûå âåùåñòâà èëè ðåàêöèè ïóòåì
îöåíêè èõ âëèÿíèÿ íà êëþ÷åâûå õàðàêòåðèñòèêè ìîäåëè. Îäíàêî äàííûå ìåòîäû ÿâëÿþòñÿ
âû÷èñëèòåëüíî çàòðàòíûìè, òàê êàê òðåáóþò ìíîãîêðàòíîãî âû÷èñëåíèÿ îøèáîê, ïîýòî-
ìó çà÷àñòóþ èõ ïðèìåíÿþò äëÿ ìîäåëåé, óæå ñîêðàùåííûõ ñ ïîìîùüþ äðóãèõ ìåòîäîâ.
Ìåòîä ãðóïïèðîâêè õèìè÷åñêèõ âåùåñòâ, îáëàäàþùèõ ñõîæèìè ñâîéñòâàìè [10], ìåíåå ýô-
ôåêòèâåí äëÿ ìîäåëåé, êîòîðûì ïðèñóùà õèìè÷åñêàÿ æåñòêîñòü, îáóñëîâëåííàÿ áîëüøîé
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ðàçíèöåé â ñêîðîñòÿõ ðåàêöèé. Â ðàáîòå óäåëÿåòñÿ îñîáîå âíèìàíèå ìåòîäàì ðåäóêöèè ñ
èñïîëüçîâàíèåì òåîðèè ãðàôîâ. Èñõîäíûé êèíåòè÷åñêèé ìåõàíèçì ïðåäñòàâëÿåòñÿ â âè-
äå îðèåíòèðîâàííîãî ãðàôà, óçëû êîòîðîãî ñîîòâåòñòâóþò õèìè÷åñêèì âåùåñòâàì, äóãè
îòðàæàþò çàâèñèìîñòè ìåæäó âåùåñòâàìè (÷åðåç ñîâìåñòíîå ó÷àñòèå â ðåàêöèÿõ). Íàïðè-
ìåð, DRG [11] è PFA [12] èñïîëüçóþò àëãîðèòìû îáõîäà ãðàôà äëÿ âû÷èñëåíèÿ âàæíûõ
ñîåäèíåíèé, òîãäà êàê DRGEP [13] è GPS [14] äëÿ àíàëèçà ñâÿçåé ïðèìåíÿþò àëãîðèòìû
ïîèñêà êðàò÷àéøèõ ïóòåé, òàêèå êàê àëãîðèòì Äåéêñòðû [15] è àëãîðèòì Éåíà ïîèñêà 𝑘
êðàò÷àéøèõ ïóòåé [16]. Ïðåèìóùåñòâî òàêèõ ìåòîäîâ çàêëþ÷àåòñÿ â ìåíüøèõ âû÷èñëè-
òåëüíûõ çàòðàòàõ è èõ ñïîñîáíîñòè ôîðìèðîâàòü äîñòàòî÷íî êîìïàêòíûå ðåäóöèðîâàííûå
ìîäåëè, êîòîðûå äåëàþò èõ ýôôåêòèâíûìè äëÿ ïðåäâàðèòåëüíîãî óïðîùåíèÿ ñëîæíûõ
õèìè÷åñêèõ êèíåòè÷åñêèõ ìåõàíèçìîâ.

Òàêèì îáðàçîì, ðàçðàáîòêà è ðåàëèçàöèÿ ãðàôîâûõ ìåòîäîâ ðåäóêöèè èìååò âàæíîå
çíà÷åíèå äëÿ õèìè÷åñêîé êèíåòèêè ãîðåíèÿ. Ýòè ìåòîäû ïîçâîëÿþò ñîçäàâàòü êîìïàêòíûå
è òî÷íûå ìîäåëè, ÷òî îñîáåííî àêòóàëüíî ïðè ðàáîòå ñ áîëüøèìè ìåõàíèçìàìè, èñïîëü-
çóþùèìè ñëîæíûå ðàñ÷åòû. Îáçîð ïðîãðàììíûõ ïðîäóêòîâ ãðàôîâîé ðåäóêöèè õèìè÷å-
ñêèõ êèíåòè÷åñêèõ ìîäåëåé ñäåëàí â ðàáîòå [17]. Ó÷èòûâàÿ îãðàíè÷åíèÿ ñóùåñòâóþùèõ
ðåøåíèé, öåëüþ äàííîé ðàáîòû ÿâëÿåòñÿ ðàçðàáîòêà ïðîãðàììû íà C++ äëÿ ðåàëèçàöèè
îñíîâíûõ ìåòîäîâ ãðàôîâîé ðåäóêöèè õèìè÷åñêèõ êèíåòè÷åñêèõ ìîäåëåé, âêëþ÷àÿ DRG,
DRGEP, PFA è GPS, ñ èñïîëüçîâàíèåì áèáëèîòåêè Cantera [18].

1. Алгоритм глобального выбора путей GPS. Ìåòîäû DRG, DRGEP è PFA, ïðè-
ìåíÿåìûå äëÿ ñîêðàùåíèÿ êèíåòè÷åñêèõ ìåõàíèçìîâ, ïîäðîáíî îïèñàíû â ðàáîòå [17].
Àëãîðèòì ãëîáàëüíîãî âûáîðà ïóòåé GPS ÿâëÿåòñÿ ìåòîäîì òðåòüåãî ïîêîëåíèÿ.

Íåñìîòðÿ íà ýôôåêòèâíîñòü ìåòîäîâ DRG, DRGEP, PFA, âñå îíè â òîé èëè èíîé ìå-
ðå ôîêóñèðóþòñÿ íà ñîõðàíåíèè âåùåñòâ, âàæíûõ äëÿ îòäåëüíûõ öåëåâûõ êîìïîíåíòîâ
èëè ëîêàëüíûõ ïîêàçàòåëåé ïåðâîãî-âòîðîãî ïîêîëåíèÿ (ñêîðîñòåé ðåàêöèé, ïîòîêîâ). Àë-
ãîðèòì ãëîáàëüíîãî âûáîðà ïóòåé áûë ïðåäëîæåí Ãàî, ßíîì è Ñóíîì â 2016 ã. [14] äëÿ
áîëåå ñèñòåìàòè÷åñêîãî âûÿâëåíèÿ êëþ÷åâûõ ãëîáàëüíûõ ðåàêöèîííûõ ïóòåé âî âñåì ìå-
õàíèçìå. Èäåÿ GPS çàêëþ÷àåòñÿ â àíàëèçå ïðåâðàùåíèé õèìè÷åñêèõ ýëåìåíòîâ (àòîìîâ)
÷åðåç öåïî÷êè ðåàêöèé, ÷òî ïîçâîëÿåò âûÿâëÿòü âàæíåéøèå ïóòè ïðîòåêàíèÿ âåùåñòâà îò
èñõîäíûõ ðåàãåíòîâ äî êîíå÷íûõ ïðîäóêòîâ.

Àëãîðèòì GPS ìîæíî ðàçäåëèòü íà ÷åòûðå îñíîâíûõ øàãà.
1) Ïîñòðîåíèå ãðàôîâ ïîòîêîâ ýëåìåíòîâ.
Äëÿ êàæäîãî õèìè÷åñêîãî ýëåìåíòà (C,H,O,N è ò. ä.), ïðèñóòñòâóþùåãî â ñèñòåìå,

ñòðîèòñÿ îðèåíòèðîâàííûé ãðàô, îòðàæàþùèé ïåðåíîñ àòîìîâ ýëåìåíòà ìåæäó âåùåñòâà-
ìè â ðåàêöèÿõ. Óçëàìè ãðàôà ÿâëÿþòñÿ õèìè÷åñêèå ñîåäèíåíèÿ, ñîäåðæàùèå äàííûé ýëå-
ìåíò. Åñëè ýëåìåíò (íàïðèìåð, óãëåðîä) ïåðåõîäèò èç ñîåäèíåíèÿ A â ñîåäèíåíèå B (A
ïðîðåàãèðîâàë è äàë ïðîäóêò B, ñîõðàíèâ àòîì óãëåðîäà) ñ èñïîëüçîâàíèåì îäíîé èëè
íåñêîëüêèõ ðåàêöèé, òî ïðîâîäèòñÿ äóãà îò A ê B. Âåñ ýòîé äóãè ïðîïîðöèîíàëåí ïîòî-
êó àòîìîâ äàííîãî ýëåìåíòà ÷åðåç ñîîòâåòñòâóþùèå ðåàêöèè è âû÷èñëÿåòñÿ ñëåäóþùèì
îáðàçîì [14]:

𝑟𝑒𝐴𝐵 =
𝑁𝑟∑︁
𝑖=0

𝑟𝑒,𝑖𝐴𝐵,

𝑟𝑒,𝑖𝐴𝐵 = 𝑚𝑎𝑥(0, 𝐶𝑒,𝑖
𝐴𝐵𝑤𝑖),
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𝐶𝑒,𝑖
𝐴𝐵 =

𝑢−
𝐴,𝑖𝑛𝑒(𝐴)∑︀

𝑋∈𝑅𝑒𝑎𝑔(𝑖)

𝑢−
𝑋,𝑖𝑛𝑒(𝑋)

𝑢+
𝐵,𝑖𝑛𝑒(𝐵),

ãäå 𝑟𝑒,𝑖𝐴𝐵 � ñêîðîñòü ïåðåòåêàíèÿ ýëåìåíòà 𝑒 îò A ê B â ðåàêöèè 𝑖; 𝑤𝑖 � ñêîðîñòü 𝑖-é
ðåàêöèè (ïîëîæèòåëüíà, åñëè ñêîðîñòü ïðÿìîé ðåàêöèè áîëüøå, ÷åì ñêîðîñòü îáðàòíîé, è
íàîáîðîò); 𝐶𝑒,𝑖

𝐴𝐵 � êîëè÷åñòâî àòîìîâ ýëåìåíòà 𝑒, ïåðåìåùàåìûõ ðåàêöèåé 𝑖 èç âåùåñòâà A
â âåùåñòâî B; 𝑢−

𝐴,𝑖 � ñòåõèîìåòðè÷åñêèé êîýôôèöèåíò âåùåñòâà A êàê ðåàãåíòà â ðåàêöèè
𝑖; 𝑢+

𝐵,𝑖 � ñòåõèîìåòðè÷åñêèé êîýôôèöèåíò âåùåñòâà B êàê ïðîäóêòà ðåàêöèè 𝑖; 𝑛𝑒(𝐴) �
÷èñëî àòîìîâ ýëåìåíòà 𝑒 â âåùåñòâå A; 𝑅𝑒𝑎𝑔(𝑖) � ìíîæåñòâî ðåàãåíòîâ ðåàêöèè 𝑖.

Òàêèì îáðàçîì, äóãè ãðàôà õàðàêòåðèçóþòñÿ ÷èñëîì ìîëåé ýëåìåíòà, ïåðåõîäÿùèõ îò
îäíîãî ñîåäèíåíèÿ ê äðóãîìó â åäèíèöó âðåìåíè.

2) Ïîèñê âåùåñòâ-êîíöåíòðàòîâ.
Â êàæäîì ãðàôå ïîòîêà ýëåìåíòà âåäåòñÿ ïîèñê ñîåäèíåíèé, ÷åðåç êîòîðûå ïðîòåêàþò

íàèáîëüøèå ïîòîêè ýëåìåíòà. Âåùåñòâî A ÿâëÿåòñÿ êîíöåíòðàòîì, åñëè äëÿ íåãî âûïîë-
íÿåòñÿ óñëîâèå:

max
(︁ ∑︀

𝐴̸=𝐵

𝑟𝑒𝐴𝐵,
∑︀
𝐴̸=𝐵

𝑟𝑒𝐵𝐴

)︁
max
𝑀

(︁
max

(︀ ∑︀
𝑀 ̸=𝐵

𝑟𝑒𝑀𝐵,
∑︀

𝑀 ̸=𝐵

𝑟𝑒𝐵𝑀

)︀)︁ = 𝛼𝑒
𝐴 > 𝛼,

ãäå 𝛼𝑒
𝐴 � îòíîñèòåëüíûé ïîòîê ýëåìåíòà 𝑒, ïðîòåêàþùèé ÷åðåç äàííîå âåùåñòâî A; 𝛼 �

çàðàíåå çàäàííûé ïîðîã.
Òàêèì îáðàçîì, îòáèðàþòñÿ ñîåäèíåíèÿ, ó êîòîðûõ îòíîñèòåëüíûé âõîäíîé èëè âû-

õîäíîé ïîòîê ïðåâîñõîäèò ïîðîã 𝛼. Åñëè âåùåñòâî A ÿâëÿåòñÿ êîíöåíòðàòîì, òî ìîæíî
ñäåëàòü âûâîä î òîì, ÷òî çíà÷èòåëüíàÿ ÷àñòü àòîìîâ ýëåìåíòà èñõîäíîé ñìåñè, íàïðèìåð
â ïðîöåññå ãîðåíèÿ, ïðåîáðàçóåòñÿ â A.

3) Ïîèñê ãëîáàëüíûõ ïóòåé ïî ãðàôàì ýëåìåíòîâ.
Ãëîáàëüíûì ïóòåì â çàäàííîì ãðàôå ïîòîêà ýëåìåíòà íàçûâàåòñÿ ïóòü îò âåùåñòâà

â èñõîäíîé ñìåñè (íàïðèìåð, CH4) äî êîíå÷íîãî ïðîäóêòà (CO2), ïðîõîäÿùèé ÷åðåç
âåùåñòâî-êîíöåíòðàòîð. Ãëîáàëüíûé ïóòü ïîçâîëÿåò èäåíòèôèöèðîâàòü ïîñëåäîâàòåëüíûå
öåïî÷êè ïðåâðàùåíèÿ ñîåäèíåíèé îò íà÷àëüíûõ ðåàãåíòîâ äî êîíå÷íûõ ïðîäóêòîâ âñåãî
ðåàêöèîííîãî ïðîöåññà. Ó÷èòûâàÿ îñíîâíûå ãëîáàëüíûå ïóòè, ÷åðåç êîòîðûå ïðîõîäÿò
íàèáîëüøèå ïîòîêè ýëåìåíòà, ìîæíî èäåíòèôèöèðîâàòü ìàêñèìàëüíî âàæíûå öåïî÷êè
ïðåâðàùåíèÿ, êîòîðûå äîëæíû áûòü ñîõðàíåíû â ñêåëåòíîì ìåõàíèçìå.

Äëÿ êàæäîãî âåùåñòâà-êîíöåíòðàòîðà ñóùåñòâóåò ìíîæåñòâî ãëîáàëüíûõ ïóòåé, ïîýòî-
ìó äëÿ èäåíòèôèêàöèè îñíîâíûõ ãëîáàëüíûõ ïóòåé èñïîëüçóåòñÿ àëãîðèòì íàõîæäåíèÿ
𝑘 êðàò÷àéøèõ íåçàâèñèìûõ ïóòåé â îðèåíòèðîâàííîì âçâåøåííîì ãðàôå. Îïðåäåëÿåòñÿ
ãðàô ñ îáðàòíî ïðîïîðöèîíàëüíûìè âåñàìè. Ãëîáàëüíûé ïóòü âû÷èñëÿåòñÿ êàê êîìáèíà-
öèÿ äâóõ ïóòåé: ïóòü îò âåùåñòâà èç èñõîäíîé ñìåñè äî âåùåñòâà-êîíöåíòðàòîðà è ïóòü îò
âåùåñòâà-êîíöåíòðàòîðà äî îäíîãî èç ïðîäóêòîâ. Íà âûõîäå ïîëó÷àåì ìíîæåñòâî ãëîáàëü-
íûõ ïóòåé ìîùíîñòüþ 𝑘2. Âñå òàêèå ïóòè äëÿ êàæäîãî âåùåñòâà-êîíöåíòðàòîðà è êàæäîé
ïàðû çàäàííûõ ñîåäèíåíèé â êàæäîì ãðàôå ïîòîêà ýëåìåíòà ñîõðàíÿþòñÿ è îáðàçóþò
ìíîæåñòâî âåùåñòâ, âõîäÿùèõ â èòîãîâûé ñêåëåòíûé ìåõàíèçì.

4) Ñîõðàíåíèå âòîðîñòåïåííûõ ñîåäèíåíèé, âàæíûõ äëÿ ñâÿçûâàíèÿ ñîåäèíåíèé â ãëî-
áàëüíûõ ïóòÿõ.
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Ãëîáàëüíûé ïóòü ïðåäñòàâëÿåò ñîáîé êîìáèíàöèþ ýòàïîâ ïðåîáðàçîâàíèÿ, êàæäûé èç
íèõ îïèñûâàåòñÿ ãðóïïîé ðåàêöèé, êîòîðûå ìîãóò âêëþ÷àòü âòîðîñòåïåííûå ñîåäèíåíèÿ,
èçíà÷àëüíî íå âõîäÿùèå â ìíîæåñòâî ñîõðàíÿåìûõ âåùåñòâ. Íåêîòîðûå ðåàêöèè èç òà-
êîé ãðóïïû ìîãóò èìåòü áîëüøåå çíà÷åíèå â ïðåîáðàçîâàíèè, à íåêîòîðûå � ìåíüøåå.
Ïîýòîìó äëÿ ñîõðàíåíèÿ öåëîñòíîñòè ýòàïîâ ïðåîáðàçîâàíèÿ âàæíîãî ãëîáàëüíîãî ïóòè
íåîáõîäèìî òàêæå ñîõðàíèòü âòîðîñòåïåííûå ñîåäèíåíèÿ, ó÷àñòâóþùèå â îñíîâíûõ ðåàê-
öèÿõ ýòàïîâ ïðåîáðàçîâàíèÿ ïóòè. Îïðåäåëåíèå ïîòîêîâ, âíîñÿùèõ íàèáîëüøèé âêëàä â
ýòàï ïðåîáðàçîâàíèÿ âåùåñòâà A â B, ïðîèñõîäèò ñëåäóþùèì îáðàçîì: áåðóòñÿ 𝑆 ðåàê-
öèé, â êîòîðûõ ýëåìåíò 𝑒 ïåðåòåêàåò áûñòðåå âñåãî îò À ê Â, è âñå ïîòîêè, ó êîòîðûõ ýòè
ðåàêöèè ñîñòàâëÿþò äîëþ ïîòîêà ìåíüøå ïîðîãà 𝛽, îòáðàñûâàþòñÿ.

Ìåòîä GPS îðèåíòèðîâàí íà ñîõðàíåíèå öåëîñòíîñòè êëþ÷åâûõ ãëîáàëüíûõ ïóòåé ïðå-
âðàùåíèÿ, îñîáåííî ïóòåé ïðîòåêàíèÿ êàæäîãî õèìè÷åñêîãî ýëåìåíòà îò íà÷àëà äî êîíöà
õèìè÷åñêîãî ïðîöåññà. Â îòëè÷èå îò DRG, DRGEP, PFA, êîòîðûå ìîãóò ôîêóñèðîâàòüñÿ
íà îäíîì öåëåâîì âåùåñòâå (íàïðèìåð, òîïëèâå) è ðèñêóþò óïóñòèòü êàêîé-ëèáî ýëåìåíò,
GPS ïîýëåìåíòíî ãàðàíòèðóåò, ÷òî, íàïðèìåð, âåñü óãëåðîäíûé ïîòîê èç òîïëèâà äî CO2

â ñêåëåòíîì ìåõàíèçìå ñîõðàíåí ÷åðåç íåïðåðûâíóþ öåïî÷êó ðåàêöèé. Òàêîé ïîäõîä ìè-
íèìèçèðóåò âåðîÿòíîñòü ñèòóàöèé, êîãäà ñîåäèíåíèå ïðèñóòñòâóåò, íî äàëüøå ïî öåïî÷êå
ýëåìåíò íèêóäà íå ïåðåòåêàåò èëè, íàîáîðîò, ïîÿâëÿåòñÿ èç íèîòêóäà. Â ðàáîòå [14] ïîêàçà-
íî, ÷òî GPS ïîçâîëÿåò ïîëó÷àòü âåñüìà êîìïàêòíûå ìåõàíèçìû ïðè õîðîøåì ñîõðàíåíèè
òî÷íîñòè ïî øèðîêîìó êðóãó óñëîâèé, à òàêæå ñëóæèò èíñòðóìåíòîì äëÿ àíàëèçà êèíå-
òèêè: âûÿâëåííûå ïóòè íåñóò öåííóþ èíôîðìàöèþ î ïðîòåêàíèè ðåàêöèè.

Ê íåäîñòàòêàì àëãîðèòìà GPS ìîæíî îòíåñòè áîëüøèå âû÷èñëèòåëüíûå çàòðàòû.
Ñëîæíîñòü ïîñòðîåíèÿ ìàòðèöû ñìåæíîñòè äëÿ ãðàôà àíàëîãè÷íà ñëîæíîñòè ìåòîäà
DRG, îäíàêî çàäà÷à ïîèñêà ïóòåé â ãðàôå ýëåìåíòîâ ÿâëÿåòñÿ íåòðèâèàëüíîé, è â ïåðâîíà-
÷àëüíîé ðåàëèçàöèè GPS ïðèìåíÿåòñÿ àëãîðèòì Éåíà äëÿ ïîèñêà 𝑘 êðàò÷àéøèõ ïóòåé [16],
ñëîæíîñòü êîòîðîãî ðàâíà 𝑂(𝑘𝑛(𝑚+ 𝑛 log 𝑛)).

2. Постановка задачи. Äëÿ çàäàííîé õèìè÷åñêîé êèíåòè÷åñêîé ìîäåëè ðåàëèçîâàòü
ãðàôîâóþ ðåäóêöèþ íà îñíîâå ìåòîäîâ DRG, DRGEP, PFA è GPS.

Âõîäíûå äàííûå: 1) YAML-ôàéë, îïèñûâàþùèé äåòàëüíóþ õèìè÷åñêóþ êèíåòè÷åñêóþ
ìîäåëü ãîðåíèÿ, â ôîðìàòå, ïîääåðæèâàåìîì áèáëèîòåêîé Cantera. 2) Íàáîðû íà÷àëüíûõ
óñëîâèé äëÿ ìîäåëèðîâàíèÿ. 3) Ïàðàìåòðû ðåäóöèðîâàíèÿ.

Ôàéë, îïèñûâàþùèé õèìè÷åñêóþ êèíåòè÷åñêóþ ìîäåëü, ñîäåðæèò ñëåäóþùóþ èíôîð-
ìàöèþ: 1) Îïèñàíèå îäíîé ôàçû, ò. å. ôèçè÷åñêîé ñðåäû, â êîòîðîé ïðîèñõîäÿò õèìè÷å-
ñêèå è òåðìîäèíàìè÷åñêèå ïðîöåññû. Ýòî ìîæåò áûòü ñðåäà èäåàëüíîãî ãàçà, èäåàëüíîãî
ðàñòâîðà èëè ïîâåðõíîñòè êàòàëèçàòîðà êàê èäåàëüíîé ïîâåðõíîñòè, êîíòàêòèðóþùåé ñ
äðóãîé ôàçîé. Â çàäà÷å äàíà òîëüêî îäíà ôàçà � ôàçà èäåàëüíîãî ãàçà, îíà âêëþ÷àåò
èíôîðìàöèþ î õèìè÷åñêèõ ýëåìåíòàõ, âåùåñòâàõ è ðåàêöèÿõ, çàäåéñòâîâàííûõ â íåé. 2)
Èíôîðìàöèÿ î õèìè÷åñêèõ ýëåìåíòàõ ôàçû, ïðåäñòàâëåííàÿ ñïèñêîì íàçâàíèé õèìè÷å-
ñêèõ ýëåìåíòîâ, ñîñòàâëÿþùèõ ñîåäèíåíèÿ. 3) Ñîñòàâ âåùåñòâ, ïðèñóòñòâóþùèõ â ôàçå,
ïðåäñòàâëåííûé ñïèñêîì îáúåêòîâ, îïèñûâàþùèõ õèìè÷åñêèå ñîåäèíåíèÿ. Îáúåêò âêëþ-
÷àåò: ïñåâäîíèì (õèìè÷åñêàÿ ôîðìóëà), ýëåìåíòíûé ñîñòàâ, òåðìîäèíàìè÷åñêèå ñâîéñòâà
âåùåñòâà (ýíòðîïèÿ, òåïëîåìêîñòü) è òðàíñïîðòíóþ èíôîðìàöèþ (êîýôôèöèåíòû äèôôó-
çèè, ïàðàìåòðû âÿçêîñòè). 4) Íàáîð ïðîèñõîäÿùèõ â ôàçå ðåàêöèé, òàêæå ïðåäñòàâëåííûé
ñïèñêîì îáúåêòîâ. Îáúåêò îïèñûâàåò: óðàâíåíèå ðåàêöèè, åå òèï (íàïðèìåð, ýëåìåíòàðíàÿ
ðåàêöèÿ, ðåàêöèÿ òðåõ òåë) è íåêîòîðûå âàæíûå ïàðàìåòðû, ñïåöèôè÷íûå äëÿ êàæäîãî
òèïà ðåàêöèè.
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Èíôîðìàöèÿ î íà÷àëüíûõ óñëîâèÿõ ìîäåëèðîâàíèÿ: 1) Òèï ñèìóëÿöèè: ñèìóëÿöèÿ èäå-
àëüíîãî ãàçà ñ ïîñòîÿííûì îáúåìîì èëè äàâëåíèåì. 2) Íà÷àëüíîå ñîñòîÿíèå: õèìè÷åñêèé
ñîñòàâ, äàâëåíèå è òåìïåðàòóðà.

Èíôîðìàöèÿ î ïàðàìåòðàõ ðåäóöèðîâàíèÿ: 1) Ìàêñèìàëüíàÿ îøèáêà â ïðîöåíòàõ. 2)
Ìåòîä ðåäóêöèè. 3) Èíôîðìàöèÿ, ñïåöèôè÷íàÿ äëÿ êàæäîãî ìåòîäà. 3.1) Äëÿ ìåòîäîâ
DRG, DRGEP è PFA óêàçûâàþòñÿ öåëåâûå âåùåñòâà. 3.2) Äëÿ GPS óêàçûâàþòñÿ íà÷àëü-
íûå ðåàãåíòû, êîíå÷íûå ïðîäóêòû, êîëè÷åñòâî êðàò÷àéøèõ ïóòåé, èñïîëüçóåìûõ äëÿ ïî-
èñêà ãëîáàëüíûõ, ïàðàìåòðû 𝛼 è 𝛽.

Îøèáêà ðåäóöèðîâàííîé ìîäåëè ðàññ÷èòûâàåòñÿ êàê ïðîöåíò îòêëîíåíèÿ âðåìåíè ñ
íà÷àëà ñèìóëÿöèè äî âîñïëàìåíåíèÿ ìåæäó ïîëíûì ìåõàíèçìîì è ðåäóöèðîâàííûì.

Ðåäóêöèÿ ïðîâîäèòñÿ â àâòîìàòè÷åñêîì ðåæèìå ñ çàäàííûì ïîðîãîì è âûáðàííûì
ìåòîäîì.

Âûõîäíûå äàííûå âêëþ÷àþò YAML ôàéë ñ ðåäóöèðîâàííîé ìîäåëüþ.
3. Численные результаты. Ïðîãðàììà ðàçðàáîòàíà íà ÿçûêå ïðîãðàììèðîâàíèÿ

C++ íà áàçå linux (Ubuntu âåðñèè 24.04).
Áèáëèîòåêè, èñïîëüçóåìûå ïðîãðàììîé: 1) Cantera [18] âåðñèè 3.1.0. Èñïîëüçóåòñÿ äëÿ

ïðîâåäåíèÿ ÷èñëåííîãî ìîäåëèðîâàíèÿ, ÷òåíèÿ/çàïèñè è àíàëèçà YAML ôàéëîâ õèìè÷å-
ñêèõ êèíåòè÷åñêèõ ìåõàíèçìîâ. 2) Eigen [19] âåðñèè 3.4.0. Èñïîëüçóåòñÿ äëÿ ðåàëèçàöèè
ìàòðèö ñìåæíîñòè â ôîðìàòàõ CSR è CSC. 3) Boost ñ ìîäóëåì Program_options [20] âåðñèè
1.83.0. Èñïîëüçóåòñÿ äëÿ ÷òåíèÿ è àíàëèçà àðãóìåíòîâ êîìàíäíîé ñòðîêè. 4) yaml-cpp [21]
âåðñèè 0.8.0. Èñïîëüçóåòñÿ äëÿ ÷òåíèÿ è àíàëèçà ôàéëà ïîñòàíîâêè çàäà÷è ðåäóöèðîâàíèÿ.

Ïðîâåäåíî ñðàâíèòåëüíîå èññëåäîâàíèå ðàçðàáîòàííûõ ìåòîäîâ DRG, DRGEP, PFA
è GPS. Èññëåäîâàíèå ïðîâîäèëîñü íà ìîäåëÿõ:

CRECK_2003_TOT_HT_LT_ME � 582 âåùåñòâà è 21174 ðåàêöèè;
CRECK_2003_C1_C3_HT � 114 âåùåñòâ è 1999 ðåàêöèé;
CRECK_2003_TOT_HT � 368 âåùåñòâ è 14462 ðåàêöèè;
CRECK_2003_TPRF_HT_ALC_NOX � 299 âåùåñòâ è 8028 ðåàêöèé;
GRI-Mech Version 3.0 � 53 âåùåñòâ è 325 ðåàêöèè.
Ïåðâûå 4 ìîäåëè âçÿòû ñ îôèöèàëüíîãî ñàéòà CRECK Modeling Group [22], GRI-Mech

ïîñòàâëÿåòñÿ âìåñòå ñ áèáëèîòåêîé Cantera. Èñïîëüçîâàí îäèí íàáîð íà÷àëüíûõ óñëîâèé
äëÿ ÷èñëåííîãî ìîäåëèðîâàíèÿ, äëÿ âñåõ çàïóñêîâ ïðîãðàììû èñïîëüçîâàëèñü îäíè è òå
æå íàñòðîéêè, îòëè÷àþùèåñÿ òîëüêî çàðàíåå çàäàííîé îøèáêîé è ìåòîäîì.

Íàñòðîéêè âêëþ÷àþò: öåëåâûå âåùåñòâà: O2, C2H6, C3H8; âåùåñòâà, íå ïîäëåæàùèå
óäàëåíèþ: N2; óñëîâèÿ äëÿ ìîäåëèðîâàíèÿ ïðîöåññà âîñïëàìåíåíèÿ (äàâëåíèå 1 àòì.; òåì-
ïåðàòóðà 1200 Ê; ìîëÿðíûé ñîñòàâ: 1 ìîëü C3H8, 6 ìîëåé O2, 22.56 ìîëè N2).

Â òàáë. 1�5 ïðåäñòàâëåíû ðåçóëüòàòû çàïóñêîâ ïðîãðàììû. ME (Max error) � ìàê-
ñèìàëüíàÿ îøèáêà; SA (Species after) � êîëè÷åñòâî âåùåñòâ óìåíüøåííîé ìîäåëè; RA
(Reactions after) � êîëè÷åñòâî ðåàêöèé óìåíüøåííîé ìîäåëè; E (Error) � îøèáêà äëÿ
óìåíüøåííîé ìîäåëè; T (Time) � âðåìÿ ðàáîòû ïðîãðàììû.

3.1. Анализ результатов. Íàèáîëåå ýôôåêòèâíûìè ñ òî÷êè çðåíèÿ ðàçìåðà èòîãîâîé
ìîäåëè îêàçàëèñü äâà ìåòîäà: DRGEP è GPS. Ðåçóëüòàò ñâÿçàí ñ îñîáåííîñòÿìè àëãîðèò-
ìà. Ïîñëå àíàëèçà ïóòåé îò öåëåâûõ âåùåñòâ è ïîèñêà ìàêñèìàëüíîãî ïóòè, óäàëÿþòñÿ
âåùåñòâà, çíà÷åíèå ¾äëèíû ïóòè¿ äëÿ êîòîðûõ íå ïðåâûøàåò çàäàííîãî ïîðîãîâîãî çíà-
÷åíèÿ. Òàêèì îáðàçîì, óêàçàííûå ìåòîäû íàïðÿìóþ óäàëÿþò âåùåñòâà, â òî âðåìÿ êàê
äðóãèå ìåòîäû òåì èëè èíûì îáðàçîì äåëÿò ãðàô íà êëàññû ñâÿçíîñòè è îñòàâëÿþò òå, â
êîòîðûõ åñòü öåëåâûå âåùåñòâà. Ìîæíî îòìåòèòü, ÷òî ìåòîä òðåòüåãî ïîêîëåíèÿ ðàáîòàåò
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Таблица 1
Результаты модели CRECK_2003_TOT_HT_LT_ME

DRG DRGEP PFA GPS
ME SA RA Err Time SA RA Err Time SA RA Err Time SA RA Err Time

0.10 263 8766 0.04 111.95 118 2439 0.06 96.70 281 9083 0.10 163.59 129 2942 0.08 131.54
0.20 263 8766 0.04 112.15 105 2194 0.16 98.83 281 9083 0.10 162.17 110 2511 0.11 136.47
0.30 214 5636 0.25 117.22 96 1918 0.26 101.67 281 9083 0.10 159.52 99 2149 0.29 138.12
0.40 214 5636 0.25 113.43 96 1918 0.26 100.41 240 6699 0.35 181.83 99 2149 0.29 137.37
0.50 214 5636 0.25 112.85 95 1854 0.47 98.07 237 6602 0.50 186.48 99 2149 0.29 138.32
0.60 214 5636 0.25 118.13 95 1854 0.47 103.57 209 5704 0.57 101.05 99 2149 0.29 134.07
0.70 214 5636 0.25 116.33 95 1854 0.47 101.18 81 1276 0.65 101.84 59 956 0.17 127.13
0.80 214 5636 0.25 114.66 89 1726 0.74 101.68 81 1276 0.65 102.93 59 956 0.17 126.08
0.90 214 5636 0.25 120.80 89 1726 0.74 104.51 72 1140 0.61 104.15 59 956 0.17 123.50
1.00 214 5636 0.25 113.86 87 1713 0.97 106.46 72 1140 0.61 104.13 59 956 0.17 126.54
5.00 72 1228 0.03 119.22 56 803 2.20 92.61 63 1037 4.71 105.29 54 838 3.39 124.80

Таблица 2
Результаты модели CRECK_2003_C1_C3_HT

DRG DRGEP PFA GPS
ME SA RA Err Time SA RA Err Time SA RA Err Time SA RA Err Time

0.10 95 1757 0.05 15.41 92 1572 0.02 9.07 95 1753 0.08 7.78 97 1812 0.01 20.45
0.20 95 1757 0.05 14.41 49 674 0.14 4.32 94 1750 0.18 11.07 95 1805 0.10 9.43
0.30 87 1650 0.22 7.12 49 674 0.14 3.80 94 1750 0.18 9.28 95 1805 0.10 12.38
0.40 87 1650 0.22 6.75 49 674 0.14 3.76 90 1666 0.36 11.97 95 1805 0.10 9.52
0.50 87 1650 0.22 7.08 49 674 0.14 3.87 90 1666 0.36 14.25 86 1572 0.47 10.41
0.60 87 1650 0.22 6.90 49 674 0.14 3.76 85 1628 0.59 12.84 86 1572 0.47 12.57
0.70 87 1650 0.22 7.15 49 674 0.14 3.78 82 1593 0.66 6.40 77 1362 0.52 12.49
0.80 87 1650 0.22 9.99 49 674 0.14 3.83 82 1593 0.66 9.46 69 1228 0.74 18.88
0.90 87 1650 0.22 7.17 49 674 0.14 6.75 82 1593 0.66 7.13 69 1228 0.74 16.50
1.00 87 1650 0.22 6.71 49 674 0.14 3.92 64 1074 0.91 6.75 69 1228 0.74 17.44
5.00 45 771 1.33 4.00 49 674 0.14 3.79 51 847 4.79 7.89 45 678 2.43 5.35

÷óòü ëó÷øå, ýòî âèäíî ïî ðåçóëüòàòàì 1-é è 4-é ìîäåëè, ãäå-òî õóæå ìîäåëü 2, ðåçóëüòàòû
3-é ìîäåëè ïî÷òè òàêèå æå. Ïîëó÷åííàÿ îøèáêà òîæå ìåíüøå, îäíàêî âðåìÿ ðàáîòû õóæå,
÷åì ó ìåòîäîâ ïåðâîãî è âòîðîãî ïîêîëåíèé. Ýòî ñâÿçàíî ñ àëãîðèòìîì ïîèñêà 𝑘 ïóòåé äëÿ
ïðîâåðêè âàæíîñòè ñîõðàíåíèÿ âåùåñòâ.

Èç ïðèâåäåííûõ òàáëèö âèäíî, ÷òî îøèáêà ðåäóöèðîâàííîé ìîäåëè íå âñåãäà âîçðàñ-
òàåò ñ óìåíüøåíèåì êîëè÷åñòâà îñòàâëåííûõ âåùåñòâ, ÷òî óêàçûâàåò íà ñëîæíóþ âçà-
èìîñâÿçü ìåæäó ÷èñëîì âêëþ÷åííûõ âåùåñòâ è òî÷íîñòüþ âîñïðîèçâåäåíèÿ èñõîäíîãî
ìåõàíèçìà. Òàê êàê çàäà÷à ñâîäèòñÿ ê íàõîæäåíèþ ìèíèìàëüíîãî íàáîðà âåùåñòâ, ïðè
êîòîðîì îøèáêà ìîäåëèðîâàíèÿ íå ïðåâûøàåò çàðàíåå çàäàííîãî äîïóñòèìîãî óðîâíÿ,
êëþ÷åâûì ïàðàìåòðîì ýòîé ïðîöåäóðû ñòàíîâèòñÿ ïîðîã îòñå÷åíèÿ äóã â ãðàôå. Îäíàêî
ïîäáîð îïòèìàëüíîãî çíà÷åíèÿ ýòîãî ïîðîãà ïðåäñòàâëÿåò ñîáîé îòäåëüíóþ ñëîæíóþ çàäà-
÷ó, êîòîðàÿ òðåáóåò äîïîëíèòåëüíûõ èññëåäîâàíèé è âûõîäèò çà ðàìêè ðàññìàòðèâàåìîé
â äàííîé ðàáîòå òåìàòèêè.
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Таблица 3
Результаты модели CRECK_2003_TOT_HT

DRG DRGEP PFA GPS
ME SA RA Err Time SA RA Err Time SA RA Err Time SA RA Err Time

0.10 233 7649 0.01 101.04 117 2437 0.08 44.53 247 7901 0.03 73.72 150 3678 0.09 94.59
0.20 218 6934 0.12 50.96 105 2194 0.18 46.42 247 7901 0.03 71.47 126 2933 0.12 67.13
0.30 218 6934 0.12 50.01 96 1918 0.28 51.83 233 7368 0.26 86.16 97 2145 0.12 71.85
0.40 178 4540 0.31 53.27 96 1918 0.28 46.96 233 7368 0.26 81.66 97 2145 0.12 73.92
0.50 178 4540 0.31 49.30 95 1854 0.50 51.41 181 4826 0.48 106.31 97 2145 0.12 71.25
0.60 178 4540 0.31 52.67 95 1854 0.50 47.89 75 1194 0.59 45.03 97 2145 0.12 71.22
0.70 178 4540 0.31 50.23 95 1854 0.50 54.92 75 1194 0.59 47.16 97 2145 0.12 71.92
0.80 178 4540 0.31 52.33 89 1726 0.76 51.02 75 1194 0.59 44.60 59 956 0.15 60.43
0.90 178 4540 0.31 50.17 89 1726 0.76 53.57 65 1047 0.57 47.75 59 956 0.15 57.94
1.00 178 4540 0.31 52.91 87 1713 1.00 54.71 65 1047 0.57 45.70 59 956 0.15 60.37
5.00 68 1214 0.09 50.76 56 803 2.18 40.44 63 1037 4.73 45.17 54 838 3.41 61.60

Таблица 4
Результаты модели CRECK_2003_TPRF_HT_ALC_NOX

DRG DRGEP PFA GPS
ME SA RA Err Time SA RA Err Time SA RA Err Time SA RA Err Time

0.10 219 5455 0.05 66.11 117 2437 0.08 28.57 222 5401 0.03 45.30 149 3638 0.09 73.37
0.20 212 5303 0.12 36.12 105 2194 0.18 30.57 222 5401 0.03 44.02 80 1464 0.13 36.50
0.30 212 5303 0.12 33.14 97 1921 0.30 30.75 213 5170 0.26 54.81 80 1464 0.13 37.20
0.40 171 4064 0.32 34.26 97 1921 0.30 31.99 213 5170 0.26 54.44 80 1464 0.13 56.32
0.50 171 4064 0.32 34.22 95 1854 0.50 32.71 192 4203 0.47 72.11 59 956 0.14 45.60
0.60 171 4064 0.32 34.68 95 1854 0.50 32.36 101 1482 0.58 28.64 59 956 0.14 42.73
0.70 171 4064 0.32 34.60 95 1854 0.50 32.70 101 1482 0.58 26.44 59 956 0.14 45.25
0.80 171 4064 0.32 32.56 89 1726 0.77 33.04 101 1482 0.58 29.27 59 956 0.14 43.93
0.90 171 4064 0.32 34.29 89 1726 0.77 33.83 66 1053 0.57 30.58 59 956 0.14 46.59
1.00 171 4064 0.32 34.17 87 1713 1.00 36.14 66 1053 0.57 30.85 59 956 0.14 47.13
5.00 69 1220 0.09 35.52 56 803 2.17 19.74 64 1043 4.74 30.92 54 838 3.41 44.55
10.00 48 799 5.86 20.12 56 803 2.17 21.59 54 866 9.24 32.15 52 803 8.38 41.95

Àëãîðèòì ïîèñêà è èòåðàöèè ìåòîäîì âòîðîãî ïîêîëåíèÿ PFA àíàëîãè÷åí ïðèìåíÿåìî-
ìó â ìåòîäå DRG, ðàçëè÷èå çàêëþ÷àåòñÿ òîëüêî â ñïîñîáå ðàñ÷åòà êîýôôèöèåíòîâ ïðÿìî-
ãî âçàèìîäåéñòâèÿ. Â îòëè÷èå îò DRG, àëãîðèòì PFA ó÷èòûâàåò ïóòè âòîðîãî ïîêîëåíèÿ
ìåæäó ñîåäèíåíèÿìè ïðè ðàñ÷åòå èõ êîýôôèöèåíòîâ ïðÿìîãî âçàèìîäåéñòâèÿ. Çíà÷åíèÿ
ðàññ÷èòûâàþòñÿ ñ èñïîëüçîâàíèåì ïîòîêîâ ïðîèçâîäñòâà è ïîòðåáëåíèÿ äëÿ êàæäîãî ñî-
åäèíåíèÿ. Ðåçóëüòàòû ïî âðåìåíè ó PFA âûøå, òàê êàê óâåëè÷èâàþòñÿ çàòðàòû íà âû÷èñ-
ëåíèå êîýôôèöèåíòîâ âçàèìîäåéñòâèÿ ïåðâîãî è âòîðîãî ïîêîëåíèé. Ïîëó÷åííûå ìîäåëè
ìåíüøå äëÿ íåêîòîðûõ ìîäåëåé, ÷åì ó DRG, íî áîëüøå DRGEP è GPS.

Ìîäåëü GRI-Mech, ìîäåëü íåáîëüøàÿ è áûëà ïðîðåäóöèðîâàíà âñåìè ìåòîäàìè. Ïî
ðåçóëüòàòàì ðåäóêöèè âèäíû ñëàáûå è ñèëüíûå ìåñòà ìåòîäîâ. Íàïðèìåð, ìåòîä GPS ïðè
ìàêñèìàëüíîé îøèáêå îò 0.1 äî 0.3 äàåò íàèìåíüøóþ ìîäåëü, à îò 0.4 ëó÷øèé ðåçóëüòàò
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Таблица 5
Результаты модели gri30

DRG DRGEP PFA GPS
ME SA RA Err Time SA RA Err Time SA RA Err Time SA RA Err Time

0.10 48 302 0.00 1.37 34 205 0.00 0.93 45 275 0.00 3.69 30 179 0.04 1.17
0.20 48 302 0.00 1.38 34 205 0.00 0.92 45 275 0.00 1.56 30 179 0.04 1.26
0.30 39 229 0.29 1.91 34 205 0.00 0.99 36 205 0.29 1.19 30 179 0.04 1.34
0.40 39 229 0.29 4.26 28 155 0.11 1.29 36 205 0.29 1.25 30 179 0.04 1.29
0.50 39 229 0.29 2.07 26 128 0.39 1.53 36 205 0.29 1.11 30 179 0.04 1.17
0.60 39 229 0.29 2.03 26 128 0.39 1.83 36 205 0.29 1.16 30 179 0.04 1.29
0.70 39 229 0.29 1.94 26 128 0.39 1.52 36 205 0.29 1.03 28 160 0.58 1.51
0.80 39 229 0.29 1.89 26 128 0.39 1.56 36 205 0.29 1.01 28 160 0.58 1.64
0.90 25 115 0.81 0.85 26 128 0.39 1.48 36 205 0.29 1.03 28 160 0.58 1.51
1.00 25 115 0.81 0.88 26 128 0.39 1.48 36 205 0.29 1.07 28 160 0.58 1.49
5.00 25 115 0.81 0.91 26 128 0.39 1.44 36 205 0.29 1.05 28 160 0.58 1.68
10.00 25 115 0.81 0.89 24 109 5.34 0.76 36 205 0.29 1.05 23 108 6.79 4.31

îáåñïå÷èâàåò DRGEP. Åñëè íóæíî âûáðàòü ìåòîä, äëÿ êîòîðîãî êðèòåðèåì áóäåò âûõîä-
íàÿ îøèáêà, òî ýòî PFA.

Заключение. Â äàííîé ðàáîòå äëÿ ðåàëèçàöèè ìåòîäîâ DRG, DRGEP è PFA èñïîëü-
çîâàëèñü îñíîâíûå èäåè, îïèñàííûå â ðàáîòå [17]. Â õîäå ðàáîòû àâòîðû ïîñòàðàëèñü óñòðà-
íèòü íåäîñòàòêè ïðîãðàììíîãî êîìïëåêñà pyMARS.

1) Ôîðìèðîâàíèå ãðàôà äëÿ ïîñëåäóþùåé ðåäóêöèè â ôîðìàòå CSR è CSS. Äàííûå
ôîðìàòû õðàíåíèÿ ìàòðèöû îòëè÷íî ïîäõîäÿò äëÿ õðàíåíèÿ ðàçðåæåííûõ ìàòðèö, îïòè-
ìèçèðóÿ ïîòðåáëåíèå ïàìÿòè.

2) Ðåàëèçàöèÿ àëãîðèòìîâ ðåäóêöèé C/C++ îòðàæàåòñÿ íà ñêîðîñòè ðàáîòû àëãîðèò-
ìîâ.

3) Ïîääåðæêà YAML ôîðìàòà õðàíåíèÿ ìîäåëåé õèìè÷åñêîé êèíåòèêè Cantera.
4) Îïòèìèçèðîâàíû ãðàôîâûå àëãîðèòìû � ïîèñê â ãëóáèíó è àëãîðèòì Äåéêñòðû, �

èñïîëüçóåìûå â ìåòîäàõ DRG, PFA è DRGEP.
Ðàçðàáîòàí è ðåàëèçîâàí îïòèìèçèðîâàííûé àëãîðèòì ïîèñêà 𝑘 êðàò÷àéøèõ ïóòåé äëÿ

ðåàëèçàöèè ìåòîäà ãëîáàëüíûõ ïóòåé GPS.
Ïðîâåäåíî òåñòèðîâàíèå ïðîãðàììû, ïîëó÷åíû ÷èñëåííûå ðåçóëüòàòû äëÿ 5 ìîäåëåé

ñ 11 ïîðîãàìè ìàêñèìàëüíîé îøèáêè.
Ðàçðàáîòàíà ïðîãðàììà äëÿ àâòîìàòèçèðîâàííîé ðåäóêöèè ñ çàäàííîé òî÷íîñòüþ

õèìè÷åñêèõ êèíåòè÷åñêèõ ìåõàíèçìîâ, ïðèíèìàþùàÿ YAML ôàéëû ìåõàíèçìîâ â ôîð-
ìàòå, ñîâìåñòèìîì ñ áèáëèîòåêîé Cantera, è îáëàäàþùàÿ øèðîêèì ñïåêòðîì ôóíêöèé è
âîçìîæíîñòåé.
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The paper is devoted to the development and study of a new class of topologies for communication
networks used in multiprocessor systems and networks-on-chip. The primary goal of this paper is to
solve the problem of network topology optimization. Key network characteristics are its diameter (the
maximum shortest distance between any two nodes) and the average distance between nodes: the
smaller these parameters, the lower the data transmission latency and the higher the overall system
performance. The goal of this paper is to propose a new network construction model that achieves
better performance (smaller average distance) compared to existing optimal circulant networks with
the same hardware costs (i. e., the same number of nodes and links).

The paper proposes a new method for constructing multi-level networks and introduces a new
operation, multi-level composition, which allows the use of a wide range of regular graphs, previously
proposed as computing system structures, as layer elements, combining them optimally. In this paper,
the operation of multi-level composition is applied to a class of chordal rings and modified chordal
graphs. The essence of the method is as follows: 1. Level creation: The network is constructed from
several (m) levels. Each level is a regular graph (in this paper, a chordal graph g1). In the first step,
m disconnected copies of this graph are created. 2. Level connection: All nodes from all levels are
connected to each other via a second, “global” graph (G2), which is also chordal. The result is a new,
more complex regular network G, which is the sum of the graphs G1 (intra-level connections) and G2
(inter-level connections).

To find the best configuration of such a network (i. e., to find the generators for graphs g1 and
G2), the authors use the Simulated Annealing algorithm. This algorithm allows for efficient finding of
parameters that minimize the average distance in the resulting network. The algorithm for synthesizing
optimal multi-level networks was developed using large language models and implemented in sequential
and parallel versions on the Kunpeng cluster. The authors conducted numerical simulations and
compared their multi-layer networks with the best known circulant networks (C). Optimal (suboptimal)
multi-layer regular networks of degrees 4 and 6 were obtained. The influence of multi-layer network
parameters on the average distance including the number of levels was studied. The paper presents
the key experimental results. (1) Improvement: in some configurations, for degree 4, the improvement
reached more than 3 times compared to optimal circulant networks. (2) Scalability: the advantage of
the new approach becomes more pronounced with an increasing number of nodes in the network. This
makes it promising for building large computing systems and networks. (3) Use of AI in development:
an interesting feature of the work is that the authors used large language models (LLM), such as

Supported by the state assignment of ICMMG SB RAS N FWNM-2025-0005.
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Gemini-2.5Pro, to assist in writing and parallelizing C code for running simulations. According to the
authors’ estimates, this reduced development time by 20–30 %.

The article demonstrates the effectiveness of the new approach and convincingly demonstrates
that the proposed multi-level composition operation is a new tool for constructing high-performance
network topologies. The practical significance of the article lies in the fact that the resulting networks
can be used to design real multiprocessor systems and networks-on-chip, providing lower latency and
improved performance. The proposed method is general and can be applied in the future to other
classes of graphs, not just chordal ones, opening up new avenues for research. The paper utilizes
modern artificial intelligence tools and demonstrates the successful integration of modern AI assistants
into scientific research and the development of complex software. Future work is planned to explore the
use of other classes of graphs to obtain multi-level regular networks, as well as to theoretically study
their characteristics and the possibility of constructing efficient routing algorithms in such networks.

Key words: chordal network, average distance, parametric description, circulant network,
optimal graph, large language model.
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ГЕНЕРАЦИЯ МНОГОУРОВНЕВЫХ РЕГУЛЯРНЫХ СЕТЕЙ
НА ОСНОВЕ ОПЕРАЦИИ КОМПОЗИЦИИ
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Предложена новая модель топологий сетей связи для многопроцессорных систем и сетей на
кристалле — класс многоуровневых регулярных параметрически задаваемых сетей (графов).
В качестве элементов уровней можно использовать известные регулярные графы, предложен-
ные ранее в качестве структур вычислительных систем, объединяя их оптимальным обра-
зом. В данной работе в качестве элементов построения при генерации многоуровневых сетей
рассмотрены хордальные графы, которые объединялись с помощью предложенной операции
многоуровневой композиции. При синтезе многоуровневых сетей применен алгоритм модели-
рования отжига для определения оптимальных параметров генерируемой топологии, миними-
зирующих среднее расстояние сети при заданном числе узлов, числе уровней и степени узлов.
Алгоритм синтеза оптимальных сетей разработан с помощью больших языковых моделей и
реализован в последовательной и параллельной версиях на кластере Kunpeng 920. Постро-
енные многоуровневые сети имеют лучшие структурные характеристики, чем циркулянтные
сети при одинаковых затратах оборудования (количестве узлов и линий связи).

Ключевые слова: хордальная сеть, среднее расстояние, параметрическое описание, цир-
кулянтная сеть, оптимальный граф, большая языковая модель.

Введение. Òåîðèÿ ìíîãîóðîâíåâûõ ñåòåé ÿâëÿåòñÿ âàæíûì èíñòðóìåíòîì îïèñàíèÿ
è àíàëèçà ñëîæíûõ ñèñòåì â ñîöèàëüíûõ, áèîëîãè÷åñêèõ, ôèçè÷åñêèõ, èíôîðìàöèîííûõ
è èíæåíåðíûõ íàóêàõ [1�4]. Â äàííîé ðàáîòå ìíîãîóðîâíåâûå îïòèìàëüíûå ñåòè ïðåäëà-
ãàþòñÿ â êà÷åñòâå òîïîëîãèé óíèâåðñàëüíûõ êîììóíèêàöèîííûõ ñåòåé äëÿ ìíîãîïðîöåñ-
ñîðíûõ ñèñòåì è ñåòåé íà êðèñòàëëå äëÿ øèðîêîãî êëàññà ïðèêëàäíûõ çàäà÷. Â êà÷åñòâå
áàçîâîé ñòðóêòóðû ïîñòðîåíèÿ ìíîãîóðîâíåâûõ ðåãóëÿðíûõ ñåòåé èññëåäóåòñÿ êëàññ õîð-
äàëüíûõ ñåòåé ñòåïåíè òðè, ðàññìîòðåííûõ â ðàáîòàõ [5�11] è äðóãèõ.

Õîðäàëüíûå êîëüöåâûå ãðàôû (chordal ring graph) ââåäåíû â [12] êàê ìîäåëè ñåòåé
ñâÿçè êîìïüþòåðíûõ ñèñòåì. Хордальный кольцевой ãðàô 𝐻𝑁 (1,− 1,𝑐) èëè 𝐻(𝑁 ;±1, 𝑐)
èìååò 𝑁 âåðøèí, ïîìå÷åííûõ 0,1, . . . ,𝑁 − 1, ãäå 𝑁 � ÷åòíîå ÷èñëî, è ðåáðà äâóõ âèäîâ �
(𝑖, 𝑖 ± 1 𝑚𝑜𝑑 𝑁), 𝑖 = 0, 1, ..., 𝑁 − 1, è (𝑖, 𝑖 + 𝑐 𝑚𝑜𝑑 𝑁) äëÿ íå÷åòíûõ 𝑖 è 𝑐, 1 < 𝑐 ≤ 𝑁/2.

Работа выполнена при финансовой поддержке бюджетным проектом ИВМиМГ СО РАН (код проекта
FWNM-2025-0005).
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Рис. 1. Хордальный кольцевой граф 𝐻(22;±1, 5) (слева),
модифицированный хордальный граф 𝐻(22;±3, 7) (справа)

×èñëî c � äëèíà õîðäû (îáðàçóþùàÿ) ãðàôà, N � ïîðÿäîê ãðàôà, ñòåïåíü âåðøèí ðàâíà
òðåì. Íà ðèñ. 1, ñëåâà, èçîáðàæåí ãðàô 𝐻(22;±1, 5). Â [13] ââåäåíî ïîíÿòèå îáîáùåííûõ
õîðäàëüíûõ ãðàôîâ (generalized chordal ring graph), à èìåííî, ãðàôîâ ñòåïåíè òðè âèäà
𝐻(𝑁 ; 𝑎,𝑏,𝑐), ãäå ïîðÿäîê 𝑁 � ÷åòíîå ÷èñëî, îáðàçóþùèå 𝑎, 𝑏, 𝑐 � íå÷åòíûå ÷èñëà ≤ 𝑁/2.

Ïðè ïîñòðîåíèè ìíîãîóðîâíåâûõ õîðäàëüíûõ ãðàôîâ â äàííîé ðàáîòå â êà÷åñòâå áàçî-
âûõ ýëåìåíòîâ ïîñòðîåíèÿ èñïîëüçóþòñÿ êàê õîðäàëüíûå êîëüöåâûå ãðàôû 𝐻(𝑁 ;±1, 𝑐),
òàê è ìîäèôèöèðîâàííûå õîðäàëüíûå ãðàôû ñòåïåíè òðè âèäà𝐻(𝑁 ;±𝑎, 𝑐), ãäå𝑁 � ÷åòíîå
÷èñëî, îáðàçóþùàÿ 𝑐 � íå÷åòíîå ÷èñëî ≤ 𝑁/2, à 𝑎 � ëþáîå ÷èñëî ≤ 𝑁/2. Ïðèìåð ìîäèôè-
öèðîâàííîãî õîðäàëüíîãî ãðàôà 𝐻(22;±3, 7) ñ îáðàçóþùèìè, ðàâíûìè 3 è 7, èçîáðàæåí
íà ðèñ. 1, ñïðàâà. Â ñòàòüå èñïîëüçîâàíà íóìåðàöèÿ âåðøèí ãðàôîâ, íà÷èíàÿ ñ 1.

Òîïîëîãè÷åñêèìè õàðàêòåðèñòèêàìè ãðàôîâ, èçó÷àåìûìè ïðè ïðîåêòèðîâàíèè òîïîëî-
ãèé ìíîãîïðîöåññîðíûõ ñèñòåì, ÿâëÿþòñÿ äèàìåòð 𝐷 (äëèíà ìàêñèìàëüíîãî êðàò÷àéøåãî
ïóòè íà ìíîæåñòâå âñåâîçìîæíûõ ïàð âåðøèí ãðàôà) è ñðåäíåå ðàññòîÿíèå 𝐷𝑎𝑣 � ìàòå-
ìàòè÷åñêîå îæèäàíèå ðàññòîÿíèÿ â ãðàôå ïðè ðàâíîâåðîÿòíîì âûáîðå ïàð âåðøèí. Êàê
ïîêàçûâàþò èññëåäîâàíèÿ, íà÷èíàÿ ñ êëàññè÷åñêèõ ðàáîò Êëåéíðîêà è ðÿäà ïîñëåäóþùèõ
ðàáîò [14], [15], èìåííî ñðåäíåå ðàññòîÿíèå ñåòè îêàçûâàåò ñèëüíîå âëèÿíèå íà ïðîèçâîäè-
òåëüíîñòü êëàñòåðà ïðè ðåøåíèè ïàðàëëåëüíûõ çàäà÷. Ïðè ïîñòðîåíèè ìíîãîóðîâíåâûõ
õîðäàëüíûõ ñåòåé íàçîâåì оптимальным ðåãóëÿðíûé ãðàô, èìåþùèé ìèíèìàëüíî âîç-
ìîæíîå ñðåäíåå ðàññòîÿíèå äëÿ çàäàííûõ N è ñòåïåíè.

Öåëü äàííîé ðàáîòû � (1) ïðèìåíèòü íîâóþ îïåðàöèþ ìíîãîóðîâíåâîé êîìïîçèöèè
äëÿ ïîñòðîåíèÿ ìíîãîóðîâíåâûõ ñåòåé íà îñíîâå õîðäàëüíûõ ãðàôîâ, (2) ïîëó÷èòü îïòè-
ìàëüíûå ìíîãîóðîâíåâûå õîðäàëüíûå ñåòè äëÿ çàäàííûõ ÷èñëà âåðøèí 𝑁 è ñòåïåíè 𝑣
ñ ìèíèìàëüíûì ñðåäíèì ðàññòîÿíèåì, ìåíüøå ñðåäíåãî ðàññòîÿíèÿ îïòèìàëüíûõ öèðêó-
ëÿíòíûõ ñåòåé òåõ æå ðàçìåðîâ. Öèðêóëÿíòíûå ñåòè [5, 16] � èçâåñòíûé êëàññ ðåãóëÿðíûõ
ïàðàìåòðè÷åñêè çàäàâàåìûõ ãðàôîâ, èñïîëüçóåìûõ ïðè ïîñòðîåíèè è àíàëèçå òîïîëîãèé
êîìïüþòåðíûõ ñåòåé è âû÷èñëèòåëüíûõ ñèñòåì, ñåòåé íà êðèñòàëëå, â òåîðèè êîäèðîâàíèÿ
è äðóãèõ ïðèëîæåíèÿõ. Ïî îïðåäåëåíèþ, öèðêóëÿíòíàÿ ñåòü 𝐶(𝑁 ;𝑆) ïîðÿäêà 𝑁 è ðàçìåð-
íîñòè 𝑘, èìååò 𝑁 âåðøèí 0, 1, ..., 𝑁 −1 è äëèíû õîðä (îáðàçóþùèå) 𝑆 = {±𝑠1,±𝑠2,...,±𝑠𝑘},
ãäå 1 ≤ 𝑠1 < ... < 𝑠𝑘 < 𝑁/2. Áóäåì ñðàâíèâàòü ìíîãîóðîâíåâûå õîðäàëüíûå ãðàôû ïî
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Рис. 2. Граф 𝑔1 степени 3 с числом вершин 16 — хордальный граф 𝐻(16;±1, 5) (слева). Граф 𝐺1 степени

3 с числом вершин 64, несвязное объединение 4-х копий графов 𝑔1 (справа)

äèàìåòðó è ñðåäíåìó ðàññòîÿíèþ ñ íàèáîëåå èçó÷åííûìè äâóìåðíûìè è òðåõìåðíûìè
öèðêóëÿíòíûìè ãðàôàìè ñòåïåíåé 𝑣 = 4 è 𝑣 = 6 ñîîòâåòñòâåííî, ïîëó÷åííûìè â [14, 16].

Ñòàòüÿ îðãàíèçîâàíà ñëåäóþùèì îáðàçîì. Â ñåêöèè 1 äàíû îïðåäåëåíèÿ îïåðàöèè ìíî-
ãîóðîâíåâîé êîìïîçèöèè è ìíîãîóðîâíåâîé õîðäàëüíîé ñåòè. Â ñåêöèè 2 êðàòêî îïèñàí àë-
ãîðèòì ìîäåëèðîâàíèÿ îòæèãà, ïðèìåíÿåìûé äëÿ îïòèìèçàöèè ìíîãîóðîâíåâûõ õîðäàëü-
íûõ ñåòåé ïî ñðåäíåìó ðàññòîÿíèþ. Â ñåêöèè 3 ïðåäñòàâëåíû ýêñïåðèìåíòàëüíûå ðåçóëü-
òàòû ïîñòðîåíèÿ ìíîãîóðîâíåâûõ õîðäàëüíûõ ñåòåé. Èñïîëüçîâàíèå áîëüøèõ ÿçûêîâûõ
ìîäåëåé (LLM) äëÿ ïîñòðîåíèÿ ìíîãîóðîâíåâûõ õîðäàëüíûõ ñåòåé è ðàñïàðàëëåëèâàíèÿ
ïðîãðàììû îïòèìèçàöèè ïðåäñòàâëåíî â ñåêöèè 4.

1. Построение многоуровневых хордальных сетей. Ðàññìîòðèì îáùèé ïðîöåññ
ïîñòðîåíèÿ ìíîãîóðîâíåâûõ ðåãóëÿðíûõ ñåòåé ñ ïîìîùüþ îïåðàöèè ìíîãîóðîâíåâîé êîì-
ïîçèöèè. Ïóñòü ñèñòåìà ñâÿçè ñîñòîèò èç 𝑚 óðîâíåé, ñåòü ñâÿçè íà êàæäîì óðîâíå ïðåä-
ñòàâëåíà îäèíàêîâûìè ðåãóëÿðíûìè ãðàôàìè 𝑔1 ñòåïåíè 𝑣1 è ÷èñëîì âåðøèí 𝑛1. Îïåðà-
öèÿ ìíîãîóðîâíåâîé êîìïîçèöèè ñîñòîèò èç äâóõ øàãîâ: (1) íà ïåðâîì øàãå èñïîëüçóåòñÿ
íåñâÿçíîå îáúåäèíåíèå ãðàôîâ âñåõ óðîâíåé, â ðåçóëüòàòå ïîëó÷àåòñÿ íåñâÿçíûé ðåãóëÿð-
íûé ãðàô 𝐺1 ñòåïåíè 𝑣1 ñ ÷èñëîì âåðøèí 𝑁 = 𝑚*𝑛1, ñîñòîÿùèé èç 𝑚 êîïèé ãðàôîâ 𝑔1; (2)
íà âòîðîì øàãå áåðåòñÿ ñóììà äâóõ ãðàôîâ � ãðàôà 𝐺1 ñòåïåíè 𝑣1 ñ ÷èñëîì âåðøèí 𝑁 ,
ïîëó÷åííîãî íà ïåðâîì øàãå, è ãðàôà 𝐺2 ñòåïåíè 𝑣2 ñ ÷èñëîì âåðøèí 𝑁 , ñîåäèíÿþùåãî âñå
óðîâíè. Ïðè ýòîé îïåðàöèè êàæäîå ìóëüòèðåáðî çàìåíÿåòñÿ îäíèì ðåáðîì. Â ðåçóëüòàòå
ïîëó÷àåòñÿ ðåãóëÿðíûé ãðàô 𝐺 ñ ÷èñëîì âåðøèí 𝑁 è ñòåïåíüþ 𝑣 ≤ 𝑣1 + 𝑣2.

Ðàññìîòðèì ïðèìåð ìíîãîóðîâíåâîé êîìïîçèöèè ñ ÷åòûðüìÿ óðîâíÿìè 𝑚 = 4. Íà
ðèñ. 2 ñëåâà ïîêàçàí ãðàô 𝑔1 ñ ÷èñëîì âåðøèí 16 è ñòåïåíüþ 3 � õîðäàëüíûé ãðàô
𝐻(16;±1, 5), ïðåäñòàâëÿþùèé ñåòü ñâÿçè íà îäíîì óðîâíå. Íà ðèñ. 2 ñïðàâà ïîêàçàí ãðàô
𝐺1 ñòåïåíè 3 ñ ÷èñëîì âåðøèí 64, ïðåäñòàâëÿþùèé ñåòè ñâÿçè âñåõ 4-õ óðîâíåé êàê íåñâÿç-
íîå îáúåäèíåíèå 4-õ êîïèé ãðàôîâ 𝑔1. Íà ðèñ. 3, ñëåâà, ïîêàçàí ãðàô 𝐺2 ñòåïåíè 3 ñ ÷èñ-
ëîì âåðøèí 64 � õîðäàëüíûé ãðàô 𝐻(64;±1, 15), ñëóæàùèé äëÿ ñîåäèíåíèÿ âñåõ óðîâíåé.
Ïîëó÷åííûé ìíîãîóðîâíåâûé ãðàô 𝐺 ñòåïåíè 4, ñ ÷èñëîì âåðøèí 64, ÷èñëîì óðîâíåé 4,
ïîêàçàí íà ðèñ. 3, ñïðàâà, êàê ñóììà äâóõ ãðàôîâ � ãðàôà 𝐺1 è ãðàôà 𝐺2.
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Рис. 3. Граф 𝐺2 степени 3 с числом вершин 64 — хордальный граф 𝐻(64;±1, 15) (слева).
Многоуровневый граф 𝐺 (справа) степени 4, с числом вершин 64, с числом уровней 4, как сумма двух

графов — графа 𝐺1 и графа 𝐺2

Îïåðàöèþ ìíîãîóðîâíåâîé êîìïîçèöèè ìîæíî ïðèìåíÿòü ê ðàçëè÷íûì êëàññàì ãðà-
ôîâ: öèðêóëÿíòíûì ãðàôàì è èõ ìîäèôèêàöèÿì, îáîáùåííûì è ìîäèôèöèðîâàííûì õîð-
äàëüíûì ãðàôàì [6, 8], ïàðàìåòðè÷åñêè çàäàâàåìûì ñåòÿì îáùåãî âèäà [17] è äð. Â äàí-
íîé ðàáîòå ýòà îïåðàöèÿ ïðèìåíÿåòñÿ ê õîðäàëüíûì ãðàôàì (ê õîðäàëüíûì êîëüöåâûì
ãðàôàì 𝑔1 è ìîäèôèöèðîâàííûì õîðäàëüíûì ãðàôàì 𝐺2). Áóäåò ïîêàçàíî, ÷òî ïîñòðîå-
íèå ìíîãîóðîâíåâûõ ðåãóëÿðíûõ ñåòåé íà îñíîâå õîðäàëüíûõ ãðàôîâ ïîçâîëÿåò ñîêðàòèòü
ñðåäíåå ðàññòîÿíèå è äèàìåòð ñåòè ïî ñðàâíåíèþ ñ öèðêóëÿíòàìè ïðè îäèíàêîâûõ çàòðà-
òàõ îáîðóäîâàíèÿ (êîëè÷åñòâà óçëîâ è ñâÿçåé), ÷òî, ñîîòâåòñòâåííî, ïîçâîëÿåò óìåíüøèòü
çàäåðæêè â ñåòè è óâåëè÷èòü åå íàäåæíîñòü.

Ïåðå÷èñëèì âîçìîæíûå ìîäèôèêàöèè îïåðàöèè ìíîãîóðîâíåâîé êîìïîçèöèè â çàâè-
ñèìîñòè îò êîëè÷åñòâà âåðøèí íà óðîâíÿõ è çíà÷åíèé, èõ îáðàçóþùèõ.

Ïðè ïåðâîì âàðèàíòå ìíîãîóðîâíåâàÿ ñåòü èìååò îäèíàêîâîå ÷èñëî âåðøèí 𝑛1 íà âñåõ
óðîâíÿõ, îäèíàêîâóþ ñòåïåíü è îäèíàêîâîå ìíîæåñòâî 𝑆1 îáðàçóþùèõ íà âñåõ óðîâíÿõ è
ñëåäóþùèé âèä ïàðàìåòðè÷åñêîãî îïèñàíèÿ: 𝑀𝐻(𝑁,𝑚,𝑛1,𝑣, {𝑆2},{𝑆1}), ãäå 𝑁 � ÷èñëî åå
âåðøèí, 𝑚 � ÷èñëî óðîâíåé, 𝑛1 � ÷èñëî âåðøèí íà óðîâíå, 𝑣 � ñòåïåíü âåðøèí ñåòè, 𝑆2 �
ìíîæåñòâî îáðàçóþùèõ õîðäàëüíîãî ãðàôà 𝐺2, 𝑆1 � ìíîæåñòâî îáðàçóþùèõ õîðäàëüíîãî
ãðàôà 𝑔1. Íàïðèìåð, ãðàô 𝐺 íà ðèñ. 3, ñïðàâà, èìååò ñëåäóþùåå ïàðàìåòðè÷åñêîå îïè-
ñàíèå: 𝑀𝐻(64,4,16,4,{±1,15},{±1,5}). Íàáîð ââåäåííûõ ïàðàìåòðîâ ïîçâîëÿåò êîìïàêòíî
îïèñûâàòü âñå ìíîæåñòâî ñâÿçåé êàê ìåæäó óðîâíÿìè ñåòè, òàê è âíóòðè êàæäîãî óðîâíÿ.

Âî âòîðîì âàðèàíòå â ìíîãîóðîâíåâîé ñåòè íà êàæäîì óðîâíå ìîãóò áûòü õîðäàëüíûå
ãðàôû ñ îäèíàêîâûì ÷èñëîì âåðøèí è ñòåïåíüþ, íî ñ ðàçíûìè îáðàçóþùèìè. Â ýòîì
ñëó÷àå âìåñòî ìíîæåñòâà îáðàçóþùèõ 𝑆1 èñïîëüçóåòñÿ ïîñëåäîâàòåëüíîñòü ìíîæåñòâ îá-
ðàçóþùèõ � ñâîå ìíîæåñòâî {𝑆1𝑖} äëÿ êàæäîãî óðîâíÿ 1 ≤ 𝑖 ≤ 𝑚. Òðåòüÿ ìîäèôèêàöèÿ
îïåðàöèè ìíîãîóðîâíåâîé êîìïîçèöèè ñîñòîèò â èñïîëüçîâàíèè íà êàæäîì óðîâíå õîð-
äàëüíûõ ãðàôîâ ñ ðàçíûì ÷èñëîì âåðøèí è îäèíàêîâîé ñòåïåíüþ. Â ýòîì ñëó÷àå âìåñòî
îäíîãî ÷èñëà âåðøèí 𝑛1 íà êàæäîì óðîâíå èñïîëüçóåòñÿ ðàçëè÷íîå ÷èñëî âåðøèí {𝑛1𝑖}
äëÿ êàæäîãî óðîâíÿ 1 ≤ 𝑖 ≤ 𝑚. Òàêèå ñòðóêòóðû ïîëåçíû, åñëè ìíîãîóðîâíåâûé ãðàô
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èìååò ïðîñòîå ÷èñëî âåðøèí. Â íàñòîÿùåé ðàáîòå èñïîëüçóåòñÿ òîëüêî ïåðâàÿ ìîäèôèêà-
öèÿ, áîëåå ïðåäïî÷òèòåëüíàÿ â ðåàëèçàöèè â ñèëó åå îäíîðîäíîñòè è ñèììåòðèè.

2. Оптимизация многоуровневых хордальных сетей. Äëÿ îïòèìèçàöèè (ìèíè-
ìèçàöèè ñðåäíåãî ðàññòîÿíèÿ) ìíîãîóðîâíåâûõ õîðäàëüíûõ ñåòåé èñïîëüçîâàëñÿ àëãîðèòì
ìîäåëèðîâàíèÿ îòæèãà (SA) [18]. Àëãîðèòì SA îòíîñèòñÿ ê êëàññó ïîðîãîâûõ ñòîõàñòè÷å-
ñêèõ àëãîðèòìîâ áåçóñëîâíîé îïòèìèçàöèè. Îí äîïóñêàåò, â îòëè÷èå îò äðóãèõ ïîäîáíûõ
àëãîðèòìîâ, øàãè, ïðèâîäÿùèå ê óâåëè÷åíèþ çíà÷åíèé ôèòíåñ-ôóíêöèè 𝐹 (𝑋) (ñðåäíåãî
ðàññòîÿíèÿ ñåòè 𝑋). Ðàññìîòðèì ñóòü ýòîãî èòåðàöèîííîãî àëãîðèòìà. Íà êàæäîé èòå-
ðàöèè àëãîðèòìà â îêðåñòíîñòè 𝑑(𝑋) òåêóùåãî ïðèáëèæåíèÿ ê ðåøåíèþ 𝑋 âûáèðàåì
ñëó÷àéíîå ðåøåíèå 𝑋 ′. Åñëè ðàçíîñòü 𝐹 (𝑋 ′) − 𝐹 (𝑋) < 𝜀, òî â êà÷åñòâå íîâîãî òåêóùåãî
ïðèáëèæåíèÿ ê ðåøåíèþ ïðèíèìàåì 𝑋 ′. Â ïðîòèâíîì ñëó÷àå â îêðåñòíîñòè 𝑑(𝑋) âûáèðà-
åì íîâîå ðåøåíèå. Çäåñü 𝜀 � çàäàííûé ïîëîæèòåëüíûé ïîðîã, âåëè÷èíà êîòîðîãî ïî òîìó
èëè èíîìó çàêîíó óáûâàåò ñ ðîñòîì ÷èñëà èòåðàöèé 𝑡, òàê ÷òî èìååò ìåñòî ïðåäåëüíîå
ñîîòíîøåíèå 𝑙𝑖𝑚𝑡→∞𝜀(𝑡) = 0. Àëãîðèòì â ïðîöåññå ïîèñêà äîïóñêàåò óõóäøåíèå çíà÷åíèé
ôèòíåñ-ôóíêöèè äî çàäàííîãî ïîðîãà 𝜀, è ýòîò ïîðîã â ïðîöåññå èòåðàöèé ïîñëåäîâàòåëüíî
ñíèæàåòñÿ äî íóëÿ. Â àëãîðèòìå SA âåëè÷èíà 𝜀 ïðåäñòàâëÿåò ñîáîé ñëó÷àéíóþ âåëè÷èíó
ñ ìàòåìàòè÷åñêèì îæèäàíèåì, ðàâíûì 𝜀, êîòîðîìó ïðèäàåòñÿ ñìûñë ¾òåìïåðàòóðû¿ îò-
æèãàåìîãî ìåòàëëà. Òàêèì îáðàçîì, â àëãîðèòìå SA ïåðåõîä îò ðåøåíèÿ 𝑋 ê ðåøåíèþ 𝑋 ′

äîïóñêàåòñÿ ñ âåðîÿòíîñòüþ:

𝑝(𝑋 → 𝑋 ′) =

{︃
1, åñëè 𝐹 (𝑋 ′) ≤ 𝐹 (𝑋),

exp(−(𝐹 (𝑋 ′)− 𝐹 (𝑋))/𝜀), åñëè 𝐹 (𝑋 ′) > 𝐹 (𝑋).

Ïîñëåäíÿÿ ôîðìóëà îçíà÷àåò, ÷òî åñëè ïåðåõîä îò òî÷êè 𝑋 ê òî÷êå 𝑋 ′ ïðèâîäèò ê
óìåíüøåíèþ çíà÷åíèÿ ôèòíåñ-ôóíêöèè 𝐹 (𝑋), òî ýòîò ïåðåõîä îñóùåñòâëÿåòñÿ áåçóñëîâ-
íî. Â ïðîòèâíîì ñëó÷àå ïåðåõîä âûïîëíÿåòñÿ ñ âåðîÿòíîñòüþ, êîòîðàÿ óáûâàåò ñ ðîñòîì
ðàçíîñòè 𝐹 (𝑋 ′)− 𝐹 (𝑋) è óìåíüøåíèåì ¾òåìïåðàòóðû¿ 𝜀.

Ïðè èíèöèàëèçàöèè ïðîöåññà ïîèñêà ìíîãîóðîâíåâîãî ãðàôà 𝐺 ãåíåðèðóþòñÿ äâà ñëó-
÷àéíûõ õîðäàëüíûõ ãðàôà, âåðøèíû êàæäîãî èç êîòîðûõ ñîåäèíåíû ñëó÷àéíûì íàáîðîì
îáðàçóþùèõ, îòäåëüíî äëÿ ãðàôà 𝑔1 ñ ÷èñëîì âåðøèí 𝑛1 è ñòåïåíüþ 3 è ãðàôà 𝐺2 ñ ÷èñëîì
âåðøèí 𝑁 è ñòåïåíüþ 3. Ïîñëå ýòîãî ñ ïîìîùüþ îïåðàöèè ìíîãîóðîâíåâîé êîìïîçèöèè
ôîðìèðóåòñÿ ïîëíûé ìíîãîóðîâíåâûé õîðäàëüíûé ãðàô. Ïðè ýòîì ïðîèñõîäèò ïðåîáðà-
çîâàíèå ìóëüòèðåáåð ìåæäó äâóìÿ âåðøèíàìè â îäíî ðåáðî, ïðîâåðÿåòñÿ åãî ñâÿçíîñòü è
îäíîðîäíîñòü çàäàííîé ñòåïåíè. Åñëè êàêîå-ëèáî èç ýòèõ óñëîâèé íå âûïîëíÿåòñÿ, òî ãå-
íåðàöèÿ ãðàôà ïîâòîðÿåòñÿ. Äàëåå íà êàæäîì øàãå àëãîðèòìà SA ïðîèñõîäèò ñëó÷àéíàÿ
ìóòàöèÿ òåêóùåãî ãðàôà ñ öåëüþ ïîèñêà ãðàôà ñ ëó÷øèì ñðåäíèì ðàññòîÿíèåì. Ìóòàöèÿ
ñîñòîèò â ñëó÷àéíîì ðàâíîâåðîÿòíîì èçìåíåíèè îäíîé èç îáðàçóþùèõ èëè ãðàôà 𝑔1, èëè
𝐺2, êîòîðûé âûáèðàåòñÿ ñ ðàâíîé âåðîÿòíîñòüþ. Ïîñëå ìóòàöèè ïîëíûé ìíîãîóðîâíåâûé
ãðàô èçìåíÿåòñÿ, ïðîâåðÿåòñÿ íà ñâÿçíîñòü, îäíîðîäíîñòü çàäàííîé ñòåïåíè, îòñóòñòâèå
ìóëüòèðåáåð, è âû÷èñëÿåòñÿ çíà÷åíèå åãî ôèòíåñ-ôóíêöèè (ñðåäíåãî ðàññòîÿíèÿ). Äàëåå,
â ñîîòâåòñòâèè ñ àëãîðèòìîì SA ïðîèñõîäèò âû÷èñëåíèå âåðîÿòíîñòè åãî ïðèíÿòèÿ â êà-
÷åñòâå íîâîãî òåêóùåãî ïðèáëèæåíèÿ ê ðåøåíèþ è ïåðåõîä íà íîâóþ èòåðàöèþ. Ïîñëå
çàäàííîãî ÷èñëà èòåðàöèé ïðîãðàììà çàâåðøàåòñÿ.

Â äàííîé ðàáîòå ïîèñê îïòèìàëüíîé (ñóáîïòèìàëüíîé) ìíîãîóðîâíåâîé õîðäàëüíîé ñå-
òè îñóùåñòâëÿëñÿ àëãîðèòìîì SA ïðè çàäàííîì ÷èñëå âåðøèí è ñòåïåíè ïóòåì îïèñàííûõ
âûøå ñëó÷àéíûõ ìóòàöèé îáðàçóþùèõ èñõîäíûõ õîðäàëüíûõ ãðàôîâ. Ïðè ïîèñêå ïåðåáè-
ðàëèñü âñå âîçìîæíûå çíà÷åíèÿ ÷èñëà óðîâíåé ñåòè (âñå äåëèòåëè 𝑁).
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Рис. 4. Зависимость среднего расстояния и диаметра от числа вершин для оптимальных циркулянтов из

[16] и найденных оптимальных 𝑀𝐻

3. Экспериментальные результаты построения многоуровневых хордальных
сетей.Ïðîâåäåì ñðàâíåíèå õàðàêòåðèñòèê ïîëó÷åííûõ ìíîãîóðîâíåâûõ õîðäàëüíûõ ñåòåé
ñ èçâåñòíûìè îïòèìàëüíûìè öèðêóëÿíòàìè [14, 16] ïî òðåì ñëåäóþùèì íàïðàâëåíèÿì: (1)
ñðàâíåíèå èçìåíåíèÿ ñðåäíåãî ðàññòîÿíèÿ ìíîãîóðîâíåâûõ ñåòåé ïðè óâåëè÷åíèè ÷èñëà
óçëîâ äëÿ ñòåïåíåé ÷åòûðå è øåñòü; (2) çàâèñèìîñòè ñðåäíåãî ðàññòîÿíèÿ îò ÷èñëà óðîâíåé
â ñåòè; (3) ñðàâíåíèå ñðåäíåãî ðàññòîÿíèÿ ìíîãîóðîâíåâûõ ñåòåé äëÿ ÷èñëà óçëîâ îò 25 äî
3 * 210 è ñòåïåíåé 4 è 6 ñ îïòèìàëüíûìè öèðêóëÿíòàìè, ïîëó÷åííûìè â [14, 16].

Íà ðèñ. 4 ïîêàçàíû ïîëó÷åííûå çíà÷åíèÿ ñðåäíåãî ðàññòîÿíèÿ äëÿ îïòèìàëüíûõ öèð-
êóëÿíòîâ (𝐶) èç [16] è íàéäåííûõ îïòèìàëüíûõ ìíîãîóðîâíåâûõ õîðäàëüíûõ ñåòåé (𝑀𝐻)
ïðè ñòåïåíè 𝑣 = 4 è ñ ÷èñëîì âåðøèí 𝑁 , ìåíÿþùèìñÿ îò 128 äî 3072 ñ øàãîì, ðàâíûì 128.
Íà ðèñ. 5 ïðåäñòàâëåíî îòíîøåíèå ñðåäíåãî ðàññòîÿíèÿ äëÿ îïòèìàëüíûõ öèðêóëÿíòîâ ê
ñðåäíåìó ðàññòîÿíèþ îïòèìàëüíûõ 𝑀𝐻 ñåòåé ïðè òåõ æå ïîêàçàòåëÿõ 𝑁 è 𝑣. Ïðèâåäåí-
íûå ãðàôèêè ïîêàçûâàþò, ÷òî ìíîãîóðîâíåâûå õîðäàëüíûå ñåòè èìåþò ìåíüøåå çíà÷åíèå
ñðåäíåãî ðàññòîÿíèÿ â 1.47�3.17 ðàçà, ÷åì îïòèìàëüíûå öèðêóëÿíòû ïðè òåõ æå çàòðàòàõ
îáîðóäîâàíèÿ.

Íàïðèìåð, ìíîãîóðîâíåâûé õîðäàëüíûé ãðàô 𝑀𝐻(3072,3,1024,4, {±2373, 2390},
{±1, 368}) èìååò 𝐷 = 12, 𝐷𝑎𝑣 = 8.23681, à îïòèìàëüíûé öèðêóëÿíò 𝐶(3072; {39,40}) èìå-
åò 𝐷 = 39, 𝐷𝑎𝑣 = 26.13. Ýêñïåðèìåíòàëüíûå èññëåäîâàíèÿ ïîêàçàëè ðîñò ïðåèìóùåñòâà
ìíîãîóðîâíåâûõ õîðäàëüíûõ ãðàôîâ ïðè ðîñòå ÷èñëà âåðøèí ãðàôà äëÿ çàäàííîé ñòåïåíè.

Íà ðèñ. 6 ïðåäñòàâëåíà çàâèñèìîñòü ñðåäíåãî ðàññòîÿíèÿ îò ÷èñëà óðîâíåé ñåòè
äëÿ íàéäåííûõ îïòèìàëüíûõ ìíîãîóðîâíåâûõ õîðäàëüíûõ ñåòåé 𝑀𝐻 ñ ÷èñëîì âåðøèí
𝑁 = 1024 è ñòåïåíüþ ÷åòûðå. Ýêñïåðèìåíòû ïîêàçàëè, ÷òî äëÿ êàæäîãî ÷èñëà âåðøèí
ñóùåñòâóåò ñâîå ÷èñëî óðîâíåé, ïðè êîòîðîì äîñòèãàåòñÿ ìèíèìàëüíîå çíà÷åíèå ñðåäíåãî
ðàññòîÿíèÿ. Âûáîð îïòèìàëüíûõ çíà÷åíèé ñðåäíåãî ðàññòîÿíèÿ ìíîãîóðîâíåâîé ñåòè ïðè
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Рис. 5. Отношение среднего расстояния оптимальных циркулянтов из [16] к среднему расстоянию

оптимальных 𝑀𝐻

çàäàííûõ 𝑁 è 𝑣 îñóùåñòâëÿëñÿ ïóòåì ïîëíîãî ïåðåáîðà âñåõ çíà÷åíèé ÷èñëà óðîâíåé ñåòè
(âñåõ äåëèòåëåé 𝑁) è âûáîðå íàèëó÷øåãî âîçìîæíîãî.

Â òàáë. 1 ïðèâåäåíû ïàðàìåòðû îïèñàíèé è çíà÷åíèÿ 𝐷, 𝐷𝑎𝑣 äëÿ íåêîòîðûõ íàéäåí-
íûõ ñ ïîìîùüþ àëãîðèòìà ìîäåëèðîâàíèÿ îòæèãà (ñóá) îïòèìàëüíûõ ìíîãîóðîâíåâûõ
õîðäàëüíûõ ñåòåé ñòåïåíåé 4 è 6 è îïòèìàëüíûõ öèðêóëÿíòîâ (îáîçíà÷åíèå 𝑁*) èç [14, 16].

Ïðèâåäåííûå ðåçóëüòàòû èç òàáë. 1 ïîêàçûâàþò, ÷òî ìíîãîóðîâíåâûå õîðäàëüíûå ñåòè
ñòåïåíè 6 èìåþò ìåíüøåå ñðåäíåå ðàññòîÿíèå äî 32 % ïî ñðàâíåíèþ ñ îïòèìàëüíûìè öèð-
êóëÿíòàìè ïðè îäèíàêîâûõ ïîðÿäêàõ ãðàôîâ. Óêàçàííîå ïðåèìóùåñòâî ìíîãîóðîâíåâûõ
õîðäàëüíûõ ñåòåé íàä îïòèìàëüíûìè öèðêóëÿíòàìè óâåëè÷èâàåòñÿ è äàëåå ïðè óâåëè÷å-
íèè ÷èñëà âåðøèí.

4. Использование больших языковых моделей при построении многоуровне-
вых сетей и распараллеливании программы оптимизации. Ïðè ïîñòðîåíèè ìíîãî-
óðîâíåâûõ õîðäàëüíûõ ñåòåé äëÿ ðàçðàáîòêè ïðîãðàìì íà ÿçûêå Ñ èñïîëüçîâàëèñü áîëü-
øèå ÿçûêîâûå ìîäåëè (LLM) â êà÷åñòâå ÈÈ àññèñòåíòà. Ñ ïîìîùüþ LLM Qwen3-235B
ïîëó÷åíû ïðîãðàììû îïðåäåëåíèÿ äèàìåòðà è ñðåäíåãî ðàññòîÿíèÿ äëÿ çàäàííûõ íåîðè-
åíòèðîâàííûõ ãðàôîâ, à òàêæå ïðîãðàììà ðåàëèçàöèè àëãîðèòìà ìîäåëèðîâàíèÿ îòæèãà,
êîòîðàÿ èñïîëüçîâàëàñü äëÿ îïòèìèçàöèè ñðåäíåãî ðàññòîÿíèÿ ïàðàìåòðè÷åñêè îïèñûâà-
åìûõ ãðàôîâ. Ïðè îáðàùåíèè ê LLM èñïîëüçîâàëèñü ïðîñòûå çàïðîñû (ïðîìïòû), íàïðè-
ìåð:

Write a C program to compute the average distance of a given undirected graph represented
by a list of edges èëè

Provide a C program for optimization of the average distance by simulated annealing
algorithm of a given graph represented by a list of generators.

Ñîâìåñòíî ñ çàïðîñàìè ïîäàâàëèñü ôðàãìåíòû ïðîãðàìì ñ îïèñàíèåì ñòðóêòóð äàí-
íûõ èñïîëüçóåìûõ ãðàôîâ. Ñãåíåðèðîâàííûå íà Ñ ïðîãðàììû ïðèíèìàëèñü ðàçðàáîò÷è-
êîì äëÿ äàëüíåéøåãî èñïîëüçîâàíèÿ ïîñëå ìíîãîêðàòíîãî èõ òåñòèðîâàíèÿ è ïðîâåðêè íà
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Рис. 6. Зависимость среднего расстояния от числа уровней для найденных оптимальных 𝑀𝐻 при числе

вершин 𝑁 = 1024 и степени 𝑣 = 4

ìíîæåñòâå ãðàôîâ ñ ðàçëè÷íûìè ïàðàìåòðàìè. Åñëè âîçíèêàëè îøèáêè âî âðåìÿ òðàíñ-
ëÿöèè èëè èñïîëíåíèÿ, îíè ñîîáùàëèñü LLM, êîòîðàÿ ãåíåðèðîâàëà íîâóþ âåðñèþ ïðî-
ãðàììû, îáû÷íî ýòîò ïðîöåññ ïîâòîðÿëñÿ íå áîëåå 2 ðàç.

Ñ ïîìîùüþ LLM Gemini-2.5Pro ïðîèçâåäåíî àâòîìàòè÷åñêîå ðàñïàðàëëåëèâàíèå ïî-
ñëåäîâàòåëüíîé âåðñèè ïðîãðàììû ãåíåðàöèè îïòèìàëüíûõ ìíîãîóðîâíåâûõ õîðäàëüíûõ
ñåòåé è ïîëó÷åíà ìíîãîïîòî÷íàÿ âåðñèÿ ïðîãðàììû. Ïðè îáðàùåíèè ê LLM èñïîëüçî-
âàí ñëåäóþùèé çàïðîñ ñ óêàçàíèåì íàçâàíèÿ íóæíîé ïàðàëëåëüíîé áèáëèîòåêè, ïðîñòîé
ñõåìû ðàñïàðàëëåëèâàíèÿ è ôàéëà ïîñëåäîâàòåëüíîé ïðîãðàììû íà Ñ:

Give a parallel C program by parallelizing a given sequential C program to minimize the
average distance of a graph G using the simulated annealing algorithm. To parallelize the given
C program, use the OpenMP library with a given number of independent threads that interact
only at the end of the optimization to select the threads with the minimum average distance of
G among all threads, and derive this solution.

LLM ñãåíåðèðîâàëà ìíîãîïîòî÷íóþ âåðñèþ ïðîãðàììû áåç îøèáîê òðàíñëÿöèè è èñ-
ïîëíåíèÿ. Òåñòèðîâàíèå ïîëó÷åííîé ïðîãðàììû ïðè èçìåíåíèè ÷èñëà ïîòîêîâ îò 1 äî 64
íà ïðîöåññîðå Kunpeng 920 ïîêàçàëî ëèíåéíîå óñêîðåíèå è áëèçêóþ ê 1 ýôôåêòèâíîñòü,
÷òî îáúÿñíÿåòñÿ ìèíèìàëüíûìè îáìåíàìè ìåæäó ïîòîêàìè.

Îòìåòèì, ÷òî, õîòÿ èñïîëüçîâàíèå áîëüøèõ ÿçûêîâûõ ìîäåëåé òðåáóåò äîïîëíèòåëü-
íîãî âðåìåíè íà ïðîâåðêó ñãåíåðèðîâàííûõ àëãîðèòìîâ è ïðîãðàìì è èõ òùàòåëüíîãî
òåñòèðîâàíèÿ, ïðèìåíåíèå LLM ïîçâîëÿåò ñîêðàòèòü îáùåå âðåìÿ ðàçðàáîòêè ïðîãðàìì,
ïî íàøèì îöåíêàì, íà 20�30 %. Ñ ó÷åòîì óñêîðåííîãî ðàçâèòèÿ LLM è ïîñòîÿííîãî óëó÷-
øåíèÿ êà÷åñòâà ñãåíåðèðîâàííîãî êîäà, èñïîëüçîâàíèå ÈÈ ïîìîùíèêîâ ïðè ðàçðàáîòêå è
ðàñïàðàëëåëèâàíèè ïðîãðàìì äîñòàòî÷íî óñïåøíî è ïåðñïåêòèâíî.

Заключение. Ïðåäëîæåíà íîâàÿ ìîäåëü òîïîëîãèé ñåòåé ñâÿçè íà îñíîâå îáîáùåíèÿ
õîðäàëüíûõ ñåòåé. Äëÿ êîíñòðóèðîâàíèÿ ìíîãîóðîâíåâûõ ñåòåé ââåäåíà íîâàÿ îïåðàöèÿ
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Таблица 1
Оптимальные многоуровневые хордальные сети (𝑁)

и оптимальные циркулянты (𝑁*) из [14] и [16]

𝑁 𝑚 𝑛1 𝑣 𝐷𝑎𝑣 𝐷 {𝑆2},{𝑆1}
32 2 16 4 2.51613 4 {±1, 15}, {±1, 5}
32* 4 2.71 4 {1, 7}
64 4 16 4 3.2381 5 {±1, 15}, {±1, 5}
64* 4 3.78 6 {1, 14}
128 4 32 4 3.64862 6 {±21, 110}, {±1, 10}
128* 4 5.35 8 {8, 9}
256 8 32 4 4.38946 7 {±169, 218}, {±1, 14}
256* 4 7.55 11 {11, 12}
512 2 256 4 5.25511 8 {±94, 305}, {±1, 178}
512* 4 10.68 16 {16, 17}
1024 8 128 4 6.23722 9 {±40, 871}, {±1, 46}
1024* 4 15.08 23 {23, 24}
2048 4 512 4 7.43028 11 {±683, 1228}, {±1, 356}
2048* 4 21.34 32 {32, 33}
3072 3 1024 4 8.23681 12 {±2373, 2390}, {±1, 368}
3072* 4 26.13 39 {39, 40}
32 2 16 6 2.01613 3 {±4, 13}, {±1, 7}
32* 6 2.03226 3 {1, 4, 10}
64 4 16 6 2.46627 4 {±26, 21}, {±1, 7}
64* 6 2.60317 4 {1, 4, 25}
128 8 16 6 2.97047 4 {±22, 57}, {±1, 5}
128* 6 3.33858 5 {1, 8, 54}
256 4 64 6 3.5201 5 {±22, 91}, {±1, 29}
256* 6 4.25098 6 {1, 47, 122}
512 4 128 6 4.17129 6 {±210, 57}, {±1, 49}
512* 6 5.39922 8 {1, 112, 139}
1024 2 512 6 4.87704 7 {±277, 71}, {±1, 229}
1024* 6 6.84066 10 {1, 24, 457}
2048 4 512 6 5.76962 9 {±157, 141}, {±1, 225}
2048* 6 8.673180 13 {901, 427, 397}
3072 4 768 6 6.75043 12 {±71, 146}, {±1, 195}
3072* 6 9.936828 15 {37, 113, 383}

ìíîãîóðîâíåâîé êîìïîçèöèè, êîòîðàÿ ïîçâîëÿåò èñïîëüçîâàòü â êà÷åñòâå ýëåìåíòîâ
óðîâíåé áîëüøîé ñïåêòð ðåãóëÿðíûõ ãðàôîâ, ïðåäëîæåííûõ ðàíåå â êà÷åñòâå ñòðóêòóð
âû÷èñëèòåëüíûõ ñèñòåì, îáúåäèíÿÿ èõ îïòèìàëüíûì îáðàçîì. Îïåðàöèÿ ìíîãîóðîâ-
íåâîé êîìïîçèöèè ïðèìåíåíà ê êëàññó ìîäèôèöèðîâàííûõ õîðäàëüíûõ ãðàôîâ. Äëÿ
ìèíèìèçàöèè ñðåäíåãî ðàññòîÿíèÿ ñåòåé íîâîãî êëàññà òîïîëîãèé èñïîëüçîâàí àëãîðèòì
ìîäåëèðîâàíèÿ îòæèãà. Ïîëó÷åíû îïòèìàëüíûå (ñóáîïòèìàëüíûå) ìíîãîóðîâíåâûå ðåãó-
ëÿðíûå ñåòè ñòåïåíåé 4 è 6. Ïðîâåäåíû èññëåäîâàíèÿ âëèÿíèÿ ïàðàìåòðîâ ìíîãîóðîâíåâîé
ñåòè íà âåëè÷èíó ñðåäíåãî ðàññòîÿíèÿ. Àëãîðèòì ñèíòåçà îïòèìàëüíûõ ìíîãîóðîâíåâûõ
ñåòåé ðàçðàáîòàí ñ ïîìîùüþ áîëüøèõ ÿçûêîâûõ ìîäåëåé è ðåàëèçîâàí â ïîñëåäîâàòåëü-
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íîé è ïàðàëëåëüíîé âåðñèÿõ íà êëàñòåðå Kunpeng. Ââåäåííûå ìíîãîóðîâíåâûå ñåòè íà
îñíîâå ìîäèôèöèðîâàííûõ õîðäàëüíûõ ãðàôîâ ïîçâîëèëè ïîëó÷èòü ëó÷øèå ñòðóêòóðíûå
õàðàêòåðèñòèêè, ÷åì ó öèðêóëÿíòíûõ ñåòåé ïðè òåõ æå çàòðàòàõ îáîðóäîâàíèÿ. Äëÿ áóäó-
ùåé ðàáîòû ïëàíèðóåòñÿ èññëåäîâàòü ïðèìåíåíèå äðóãèõ êëàññîâ ãðàôîâ äëÿ ïîëó÷åíèÿ
ìíîãîóðîâíåâûõ ðåãóëÿðíûõ ñåòåé, à òàêæå òåîðåòè÷åñêè èññëåäîâàòü èõ õàðàêòåðè-
ñòèêè è âîçìîæíîñòü ïîñòðîåíèÿ ýôôåêòèâíûõ àëãîðèòìîâ ìàðøðóòèçàöèè â òàêèõ ñåòÿõ.
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The paper discusses the problem of finding the best combination of hyperparameters of machine
learning and artificial intelligence methods. In many cases, the efficiency (in a given metric) of the
resulting solution for different values of hyperparameters can be quite different. In such problems, a
significant issue is the potential for incorrect operation of the investigated artificial intelligence and
machine learning methods within certain (a priori unknown) subregions of the hyperparameters search
domain. Furthermore, the computational complexity of tuning makes manual or exhaustive search
inappropriate. These characteristics have required the development of various intelligent automatic
hyperparameter optimization methods. From a mathematical point of view, such a task can be re-
presented as the problem of finding a global minimum of a function, given in the form of a “black
box” and computable only in some part of the search domain. In this case, each computation of
the objective function value at some point of the feasible domain may require significant computing
resources. The objective function is assumed to satisfy the Lipschitz condition. The existence of
subdomains where the objective function is undefined can be interpreted as the existence of some
hidden, a priori unknown constraints of the problem. The authors propose an approach to solving
this type of problem, which is an extension of the information-statistical global search algorithm
(GSA) and takes into account the presence of undefined values of the objective function at some
points. The algorithm partitions the search space with trial points and evaluates the characteristics
of subregions based on the objective function values computed at their boundaries. If the function
value at a point is unknown, the algorithm employs an estimate for this value, considering the size
of the subregion under investigation. To minimize the number of redundant trials in subdomains
where the function is not defined, the method parameter 𝛼 was used that regulates the number of
trial points in regions of non-computability. The solution of multidimensional problems implemented
through reducing them to one-dimensional optimization problems using space-filling curves (Peano
curves). The article provides a detailed description and a flowchart of the operation of the proposed
search algorithm. The implementation of the global search algorithm for the case of a not everywhere
computable objective function (GSA-N) was based on the iOpt open source framework of intelligent
optimization methods. To carry out the experiments, a generator of test problems with hidden
constraints GKLS-HC was developed. It is based on the GKLS generator, which allows generating multi-
extremal functions with specified properties (number of minima, their regions of attraction, etc.). In the
GKLS-HC generator, these functions were spoiled by areas of non-computability in the form of ellipsoids

The work was carried out with the support of the Ministry of Science and Higher Education of the
Russian Federation (state assignment N FSWR-2023-0034) and Scientific and Educational Mathematical Center
“Mathematics of Future Technologies”.
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(the coordinates of centers and radii were generated randomly). The experimental results presented
in the paper, obtained on a series of GKLS-HC test problems, demonstrate the reliability of global
search and the efficiency of the developed algorithm. By adjusting the parameter 𝛼, it was possible to
achieve the same performance of GSA-N operation as the basic GSA. The paper also considered the
behavior of global optimization algorithms of the scipy.optimize library when solving problems with
non-computable domains. In this study, the differential evolution and brute force methods showed
the worst results, failing to solve this type of problem at all. The DIRECT and SHGO methods,
although they solved the problems, were less effective than the developed GSA-N. Experiments were
also conducted with hyperparameter tuning problems where undefined values of the quality metric
arise. In these problems, certain hyperparameter combinations caused the method to return infinite
values for the objective function. The LinearSVC classification algorithm was successfully tuned.
GSA-N effectively solved the problem, identifying a better hyperparameter combination compared
to standard scikit-learn algorithms. A time series prediction method from the FEDOT framework was
also configured. During this experiment, GSA-N was compared to tuning algorithms from the popular
Optuna framework. GSA-N achieved comparable performance in terms of the obtained the target
metric value, significantly surpassing Optuna in solution time.

Key words: machine learning, hyperparameter tuning, global optimization, black-box
functions, partially defined functions.
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В статье рассматриваются задачи поиска наилучшего сочетания гиперпараметров методов ма-
шинного обучения и искусственного интеллекта. В таких задачах актуальной является пробле-
ма некорректной работы исследуемых методов ИИ и МО в некоторых (заранее неизвестных)
подобластях области изменения гиперпараметров. С математической точки зрения такая за-
дача может быть представлена как задача поиска глобального минимума функции, заданной в
виде «черного ящика» и не всюду определенной в области поиска. Существование подобластей,
где целевая функция является неопределенной, можно интерпретировать как наличие некото-
рых скрытых, заранее неизвестных ограничений. Предложен подход к решению такого рода
задач, который является расширением информационно-статистического алгоритма глобаль-
ного поиска и учитывает наличие неопределенных значений целевой функции в некоторых
точках. В рамках предложенного алгоритма проводится разбиение области поиска точками
испытаний и оцениваются характеристики подобластей на основе значений целевой функции,
вычисленных на их границах. В случае отсутствия информации о значениях функции в алго-
ритме используются оценка, учитывающая размер исследуемой подобласти. Для сокращения
количества испытаний в подобластях, в которых функция не определена, введен специальный
параметр метода, позволяющий регулировать число точек испытаний в области невычислимо-
сти. Изложено подробное описание и приведена схема работы модифицированного алгоритма
глобального поиска. Продемонстрированы результаты его сравнения с другими известными
алгоритмами глобальной оптимизации, полученные при проведении численных эксперимен-
тов как с тестовыми функциями, так и с модельными задачами настройки гиперпараметров,
в которых возникают неопределенные значения оптимизируемой метрики качества.

Ключевые слова: машинное обучение, настройка гиперпараметров, глобальная оптими-
зация, функции вида «черный ящик», частично определенные функции.

Введение. Â íàñòîÿùåå âðåìÿ ìåòîäû èñêóññòâåííîãî èíòåëëåêòà (ÈÈ) è ìàøèííî-
ãî îáó÷åíèÿ (ÌÎ) ïðèìåíÿþòñÿ äëÿ ðåøåíèÿ øèðîêîãî êðóãà çàäà÷. Ê èõ ÷èñëó ìîæíî
îòíåñòè ñòàâøèå óæå êëàññè÷åñêèìè çàäà÷è ðàñïîçíàâàíèÿ îáðàçîâ, êëàññèôèêàöèè, ðå-
ãðåññèè. Îäíàêî â áîëüøèíñòâå ìåòîäîâ ÈÈ è ÌÎ èìåþòñÿ ãèïåðïàðàìåòðû, îò âûáîðà
êîíêðåòíûõ çíà÷åíèé êîòîðûõ ìîæåò çàâèñåòü êà÷åñòâî (â íåêîòîðîé ìåòðèêå) ïîëó÷åííî-
ãî ðåøåíèÿ. Òîò ôàêò, ÷òî ðàçíèöà â êà÷åñòâå ïîëó÷àåìîãî ðåøåíèÿ ïðè ðàçíûõ çíà÷åíèÿõ

Работа выполнена при поддержке Министерства науки и высшего образования РФ (проект № FSWR-
2023-0034) и научно-образовательного математического центра «Математика технологий будущего».
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ãèïåðïàðàìåòðîâ ìîæåò áûòü äîñòàòî÷íî çíà÷èòåëüíîé, ïðèâåë ê âîçíèêíîâåíèþ êëàññà
çàäà÷ íàñòðîéêè ãèïåðïàðàìåòðîâ (HPO � hyperparameter optimization). Ñ ìàòåìàòè÷å-
ñêîé òî÷êè çðåíèÿ òàêèå çàäà÷è ñîîòâåòñòâóþò çàäà÷àì ãëîáàëüíîé îïòèìèçàöèè ñ ôèê-
ñèðîâàííûìè ãðàíèöàìè èçìåíåíèÿ ïåðåìåííûõ. Ïðè ýòîì ÷àñòü ãèïåðïàðàìåòðîâ ìîæåò
áûòü êàòåãîðèàëüíîé, òî åñòü ïðèíèìàòü çíà÷åíèÿ èç íåêîòîðîãî äèñêðåòíîãî ìíîæåñòâà,
÷òî ïðèâîäèò ê íåîáõîäèìîñòè èñïîëüçîâàòü ìåòîäû îïòèìèçàöèè, ñïîñîáíûå ðåøàòü çà-
äà÷è ñ äèñêðåòíûìè ïàðàìåòðàìè.

Îñíîâíàÿ ñëîæíîñòü íàñòðîéêè ãèïåðïàðàìåòðîâ ñîñòîèò â òîì, ÷òî ïîèñê èõ îïòè-
ìàëüíîãî ñî÷åòàíèÿ òðåáóåò (äëÿ êàæäîãî âûáðàííîãî âàðèàíòà) ðåøåíèÿ èñõîäíîé çàäà-
÷è ìàøèííîãî îáó÷åíèÿ, à çíà÷èò, ìîæåò áûòü äîâîëüíî äëèòåëüíûì ïî âðåìåíè. Òàêèì
îáðàçîì, ëþáîé ïîäõîä áóäåò îãðàíè÷åí â ÷èñëå ñî÷åòàíèé ãèïåðïàðàìåòðîâ, êîòîðîå ìå-
òîä ãëîáàëüíîé îïòèìèçàöèè ñìîæåò ïðîâåðèòü, ïðåæäå ÷åì áóäåò èñ÷åðïàí äîñòóïíûé
âû÷èñëèòåëüíûé ðåñóðñ.

Âåñüìà ðàñïðîñòðàíåííûìè ìåòîäàìè íàñòðîéêè ïàðàìåòðîâ ÿâëÿþòñÿ ìåòàýâðèñòè-
÷åñêèå (ãåíåòè÷åñêèå, èìèòàöèîííûå è àíàëîãè÷íûå èì) àëãîðèòìû [1, 2]. Äàííûå àë-
ãîðèòìû øèðîêî ïðèìåíÿþòñÿ ïðè îòñóòñòâèè ôîðìóëüíîãî îïèñàíèÿ îïòèìèçèðóåìîé
ôóíêöèè (ôóíêöèÿ âèäà ¾÷åðíûé ÿùèê¿), ÷òî õàðàêòåðíî äëÿ ðàññìàòðèâàåìûõ çàäà÷.
Ìåòàýâðèñòè÷åñêèå àëãîðèòìû ñëàáî çàâèñÿò îò ÷èñëà ïàðàìåòðîâ çàäà÷è, èñïîëüçóþò èí-
ôîðìàöèþ ñ ïðåäûäóùèõ èòåðàöèé äëÿ âûïîëíåíèÿ òåêóùåé, îäíàêî â ñèëó çàëîæåííîé
â ìåòîäû ñëó÷àéíîñòè äàþò ãàðàíòèþ îòûñêàíèÿ ãëîáàëüíîãî îïòèìóìà òîëüêî â âåðîÿò-
íîñòíîì ñìûñëå.

Åùå îäèí ïîäõîä ê ïîèñêó ãëîáàëüíîãî îïòèìóìà � áàéåñîâñêàÿ îïòèìèçàöèÿ, òàê-
æå ïðèìåíÿåìàÿ äëÿ ðåøåíèÿ çàäà÷ ñ ôóíêöèÿìè âèäà ¾÷åðíûé ÿùèê¿ [3, 4]. Äëÿ ñâîåé
ðàáîòû ìåòîäû áàéåñîâñêîé îïòèìèçàöèè èñïîëüçóþò ñòîõàñòè÷åñêóþ ìîäåëü îïòèìèçè-
ðóåìîé ôóíêöèè. Ìîäåëü èòåðàöèîííî îáíîâëÿåòñÿ íà îñíîâå íàêàïëèâàåìîé â ïðîöåññå
ïîèñêà îïòèìóìà èíôîðìàöèè, ïîçâîëÿÿ íà êàæäîé î÷åðåäíîé èòåðàöèè îöåíèòü íàèáîëåå
âåðîÿòíîå ïîëîæåíèå ãëîáàëüíîãî îïòèìóìà. Ìåòîäû áàéåñîâñêîé îïòèìèçàöèè îáëàäàþò
áîëåå âûñîêîé ýôôåêòèâíîñòüþ ïî ñðàâíåíèþ ñ ìåòàýâðèñòè÷åñêèìè àëãîðèòìàìè, íî â
çíà÷èòåëüíîé ñòåïåíè ïîäâåðæåíû âëèÿíèþ ¾ïðîêëÿòèÿ ðàçìåðíîñòè¿.

Õîðîøèå ðåçóëüòàòû ïðè èñïîëüçîâàíèè ìåòîäîâ áàéåñîâñêîé îïòèìèçàöèè äîñòèãà-
þòñÿ, êîãäà öåëåâàÿ ôóíêöèÿ çàäà÷è ñîîòâåòñòâóåò îïðåäåëåííîé ñòîõàñòè÷åñêîé ìîäåëè,
íàïðèìåð, ãàóññîâñêîìó ïðîöåññó. Îäíàêî â ãëîáàëüíîé îïòèìèçàöèè ñóùåñòâóþò è èíûå
ïðåäïîëîæåíèÿ î âèäå ôóíêöèè, êîòîðûå äàþò çàìå÷àòåëüíûå ðåçóëüòàòû. Îäíèì èç òà-
êèõ äîïóùåíèé î ðåøàåìîé çàäà÷å ÿâëÿåòñÿ ïðåäïîëîæåíèå îá îãðàíè÷åííîñòè îòíîñè-
òåëüíûõ èçìåíåíèé öåëåâîé ôóíêöèè. Â ýòîì ñëó÷àå ãîâîðÿò, ÷òî ôóíêöèÿ óäîâëåòâîðÿåò
óñëîâèþ Ëèïøèöà, à ðåøàåìàÿ çàäà÷à íàçûâàåòñÿ çàäà÷åé ëèïøèöåâîé ãëîáàëüíîé îïòè-
ìèçàöèè. Äëÿ êëàññà çàäà÷ ëèïøèöåâîé ãëîáàëüíîé îïòèìèçàöèè ðàçðàáîòàí öåëûé ðÿä
ýôôåêòèâíûõ àëãîðèòìîâ [5�8], êîòîðûå ïðåâîñõîäÿò ìíîãèå äðóãèå ìåòîäû ãëîáàëüíîé
îïòèìèçàöèè [9, 10].

Â ðàññìàòðèâàåìûõ çàäà÷àõ íàñòðîéêè ãèïåðïàðàìåòðîâ àêòóàëüíîé ÿâëÿåòñÿ ïðîáëå-
ìà íåêîððåêòíîé ðàáîòû èññëåäóåìûõ àëãîðèòìîâ ÈÈ è ÌÎ â íåêîòîðûõ (çàðàíåå íåèç-
âåñòíûõ) ïîäîáëàñòÿõ îáëàñòè ïîèñêà. Ïðè ýòîì ïðîãðàììíûå ðåàëèçàöèè íàñòðàèâàåìûõ
ìåòîäîâ ìîãóò âåñòè ñåáÿ àáñîëþòíî ïî-ðàçíîìó: â ëó÷øåì ñëó÷àå èíôîðìèðóþò èññëåäî-
âàòåëÿ î òîì, ÷òî çàäà÷à íå ìîæåò áûòü ðåøåíà, â õóäøåì � âîçâðàùàþò íåäîïóñòèìîå
çíà÷åíèå (NaN, inf) â êà÷åñòâå íàéäåííîãî ðåøåíèÿ. Ïðîáëåìà âîçíèêíîâåíèÿ íåäîïóñòè-
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ìûõ êîìáèíàöèé, êîòîðàÿ íå èìååò îñîáîãî çíà÷åíèÿ â ñëó÷àå ¾ðó÷íîé¿ íàñòðîéêè, ñóùå-
ñòâåííî îñëîæíÿåò ðàáîòó ôðåéìâîðêîâ àâòîìàòè÷åñêîé íàñòðîéêè ãèïåðïàðàìåòðîâ.

Óêàçàííîå ñâîéñòâî ñ ìàòåìàòè÷åñêîé òî÷êè çðåíèÿ ìîæíî èíòåðïðåòèðîâàòü ëèáî êàê
íàëè÷èå â çàäà÷å íåêîòîðûõ ñêðûòûõ îãðàíè÷åíèé [11], ëèáî êàê íàëè÷èå íåèçâåñòíûõ
îáëàñòåé, â êîòîðûõ öåëåâàÿ ôóíêöèÿ íå ÿâëÿåòñÿ íåïðåðûâíîé [12], ëèáî êàê ÷àñòè÷-
íóþ âû÷èñëèìîñòü öåëåâîé ôóíêöèè â îáëàñòè ïîèñêà [13�15]. Â òàêîé ïîñòàíîâêå çàäà÷à
îïòèìèçàöèè ñóùåñòâåííî óñëîæíÿåòñÿ, ò. ê. îáëàñòü äîïóñòèìûõ ñî÷åòàíèé ïàðàìåòðîâ
ÿâëÿåòñÿ çàðàíåå íåîïðåäåëåííîé.

Íàñòîÿùàÿ ðàáîòà ïðîäîëæàåò ðàçâèòèå îäíîãî èç ýôôåêòèâíûõ äåòåðìèíèðîâàííûõ
ìåòîäîâ ðåøåíèÿ çàäà÷ ëèïøèöåâîé ãëîáàëüíîé îïòèìèçàöèè � èíôîðìàöèîííî-ñòàòèñ-
òè÷åñêîãî àëãîðèòìà ãëîáàëüíîãî ïîèñêà [16, 17]. Â ñòàòüå ïðèâåäåíî îïèñàíèå íîâîãî
àëãîðèòìà, àäàïòèðîâàííîãî äëÿ ðàáîòû ñ ÷àñòè÷íî îïðåäåëåííîé öåëåâîé ôóíêöèåé.
Äàííûé àëãîðèòì îñíîâàí íà ïîäõîäå, ïðåäëîæåííîì àâòîðàìè ðàíåå â [18]. Ïðîâåäåíî
èññëåäîâàíèå ïîâåäåíèÿ äðóãèõ èçâåñòíûõ àëãîðèòìîâ ïðè ðåøåíèè çàäà÷ ñ íå âñþäó âû-
÷èñëèìîé öåëåâîé ôóíêöèåé. Ïðîäåìîíñòðèðîâàíû ðåçóëüòàòû ÷èñëåííûõ ýêñïåðèìåíòîâ
êàê ñ òåñòîâûìè ôóíêöèÿìè, òàê è ñ ìîäåëüíûìè çàäà÷àìè íàñòðîéêè ãèïåðïàðàìåòðîâ,
â êîòîðûõ âîçíèêàþò íåîïðåäåëåííûå çíà÷åíèÿ öåëåâîé ôóíêöèè. À èìåííî, ïðîâåäåíà
íàñòðîéêà ãèïåðïàðàìåòðîâ ìåòîäà LinearSVC ïðè ðåøåíèè çàäà÷è êëàññèôèêàöèè íà íà-
áîðå äàííûõ Iris, à òàêæå ìåòîäà ïðåäñêàçàíèÿ çíà÷åíèé âðåìåííîãî ðÿäà äëÿ äàòàñåòà
monthly beer production ñ ïëàòôîðìû Kaggle.

1. Постановка задачи настройки гиперпараметров. Â îáùåì âèäå çàäà÷à íà-
ñòðîéêè ãèïåðïàðàìåòðîâ (êîòîðîé ñîîòâåòñòâóåò çàäà÷à ãëîáàëüíîé îïòèìèçàöèè) ìîæåò
áûòü ñôîðìóëèðîâàíà ñëåäóþùèì îáðàçîì:

𝜑* = 𝜑(𝑦*) = min
𝑦∈𝐷

𝜑(𝑦), (1)

𝐷 =
{︀
𝑦 ∈ 𝑅𝑁 : 𝑎𝑖 ≤ 𝑦𝑖 ≤ 𝑏𝑖, 1 ≤ 𝑖 ≤ 𝑁

}︀
,

ãäå 𝑦 = (𝑦1,𝑦2, ..., 𝑦𝑁) � âåêòîð âàðüèðóåìûõ ïàðàìåòðîâ, 𝐷 � 𝑁 -ìåðíûé ãèïåðêóá, 𝑁 �
ðàçìåðíîñòü ðåøàåìîé çàäà÷è. Î öåëåâîé ôóíêöèè 𝜑(𝑦) ìû äåëàåì ñëåäóþùèå ïðåäïîëî-
æåíèÿ.

1) Öåëåâàÿ ôóíêöèÿ ìîæåò áûòü ìíîãîýêñòðåìàëüíîé, íåäèôôåðåíöèðóåìîé è, áîëåå
òîãî, çàäàííîé â ôîðìå ¾÷åðíîãî ÿùèêà¿ (ò. å. â âèäå íåêîòîðîé ïîäïðîãðàììû, íà âõîä
êîòîðîé ïîäàåòñÿ àðãóìåíò, à âûõîäîì ÿâëÿåòñÿ ñîîòâåòñòâóþùåå çíà÷åíèå ôóíêöèè).

2 Êàæäîå âû÷èñëåíèå ôóíêöèè â íåêîòîðîé òî÷êå äîïóñòèìîé îáëàñòè ìîæåò òðåáî-
âàòü çíà÷èòåëüíûõ âû÷èñëèòåëüíûõ ðåñóðñîâ.

3) Öåëåâàÿ ôóíêöèÿ óäîâëåòâîðÿåò óñëîâèþ Ëèïùèöà

|𝜑(𝑦′)− 𝜑(𝑦′′)| ≤ 𝐿‖𝑦′ − 𝑦′′‖, 𝑦′,𝑦′′ ∈ 𝐷, (2)

ãäå 0 < 𝐿 <∞ � êîíñòàíòà Ëèïùèöà.
4) Â íåêîòîðîé ïîäîáëàñòè 𝐼 îáëàñòè ïîèñêà 𝐷 (â ÷àñòíîì ñëó÷àå, â îäíîé èëè íåñêîëü-

êèõ åå òî÷êàõ) öåëåâàÿ ôóíêöèÿ ìîæåò áûòü íå îïðåäåëåíà. Òîãäà ôóíêöèÿ 𝜑(𝑦) îïðåäå-
ëåíà è âû÷èñëèìà ëèøü â ïîäîáëàñòè 𝑄 = 𝐷∖𝐼 (ïîëîæèòåëüíîãî îáúåìà). Îòìåòèì, ÷òî
èñõîäÿ èç îïûòà ðåøåíèÿ ïðèêëàäíûõ îïòèìèçàöèîííûõ çàäà÷ [19, 20], ñóììàðíûé îáúåì
îáëàñòè íåâû÷èñëèìîñòè 𝐼 ñîñòàâëÿåò íåáîëüøóþ äîëþ îáúåìà îáëàñòè ïîèñêà 𝐷.

Ïîñëåäíåå ïðåäïîëîæåíèå äåëàåò íåâîçìîæíûìè ïðèìåíåíèå èçâåñòíîãî èíôîðìàöè-
îííî-ñòàòèñòè÷åñêîãî àëãîðèòìà ãëîáàëüíîãî ïîèñêà [17] èëè äðóãèõ ìåòîäîâ ëèïøèöåâîé
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îïòèìèçàöèè [6, 8]. Äëÿ ðåøåíèÿ òàêèõ çàäà÷ íàìè áûëà ðàçðàáîòàíà ìîäèôèêàöèÿ àëãî-
ðèòìà ãëîáàëüíîãî ïîèñêà, îñíîâàííàÿ íà ïðåäëîæåííîì ðàíåå ïîäõîäå èç [18].

1.1. Редукция размерности. Èñïîëüçóÿ êðèâûå òèïà ðàçâåðòêè Ïåàíî, îäíîçíà÷íî îòîá-
ðàæàþùèå îòðåçîê [0,1] íà 𝑁 -ìåðíûé åäèíè÷íûé ãèïåðêóá

𝐷 =
{︀
𝑦 ∈ 𝑅𝑁 : −2−1 ≤ 𝑦𝑖 ≤ 2−1, 1 ≤ 𝑖 ≤ 𝑁

}︀
= {𝑦(𝑥) : 0 ≤ 𝑥 ≤ 1} , (3)

èñõîäíóþ çàäà÷ó (1) ìîæíî ðåäóöèðîâàòü ê îäíîìåðíîé çàäà÷å

𝑓 *(𝑥) = 𝜑(𝑦(𝑥*)) = min
𝑥∈[0,1]

{𝜑(𝑦(𝑥))} , (4)

÷òî ïîçâîëÿåò ïðèìåíèòü äëÿ åå ðåøåíèÿ ýôôåêòèâíûå àëãîðèòìû îäíîìåðíîé îïòèìè-
çàöèè.

Èçâåñòíî, ÷òî ñõåìà ðåäóêöèè ðàçìåðíîñòè ñ èñïîëüçîâàíèåì êðèâûõ Ïåàíî ñîïîñòàâ-
ëÿåò ìíîãîìåðíîé çàäà÷å ñ ëèïøèöåâîé öåëåâîé ôóíêöèåé (1) çàäà÷ó (4) ñ îäíîìåðíîé
öåëåâîé ôóíêöèåé, óäîâëåòâîðÿþùåé óñëîâèþ Ãåëüäåðà

|𝑓(𝑥′)− 𝑓(𝑥′′)| ≤ 𝐾𝜌(𝑥′,𝑥′′), 𝑥′,𝑥′′ ∈ [0,1], (5)

ãäå 𝜌(𝑥′,𝑥′′) = |𝑥′ − 𝑥′′|1/𝑁 � ìåòðèêà Ãåëüäåðà, 𝑁 � ðàçìåðíîñòü èñõîäíîé çàäà÷è, à
êîýôôèöèåíò 𝐾 ñâÿçàí ñ êîíñòàíòîé Ëèïøèöà 𝐿 ñîîòíîøåíèåì 𝐾 ≤ 2𝐿

√
𝑁 + 3 [17].

2. Алгоритм решения задач с частично определенной целевой функцией.
Àëãîðèòì ãëîáàëüíîãî ïîèñêà ïðåäïîëàãàåò ïîñòðîåíèå ïîñëåäîâàòåëüíîñòè òî÷åê поис-
ковых испытаний 𝑦𝑖 ∈ 𝐷, â êîòîðûõ âû÷èñëÿþòñÿ çíà÷åíèÿ öåëåâîé ôóíêöèè 𝑧𝑖 = 𝜙(𝑦𝑖).
Ñîãëàñíî èñïîëüçóåìîé ñõåìå ðåäóêöèè ðàçìåðíîñòè, ïðîâåäåíèå èñïûòàíèÿ ïðåäïîëàãàåò
âû÷èñëåíèå çíà÷åíèÿ 𝑦𝑖 = 𝑦(𝑥𝑖), 𝑥𝑖 ∈ [0,1]. Ïðè ýòîì êàæäîé òî÷êå èñïûòàíèÿ 𝑥𝑖 ñòàâèòñÿ
â ñîîòâåòñòâèå èíäåêñ 𝑣𝑖, îïðåäåëÿåìûé ïî ïðàâèëó

𝑣(𝑥𝑖) =

⎧⎪⎨⎪⎩
−1, åñëè 𝑥𝑖 � ãðàíè÷íàÿ òî÷êà,

0, åñëè 𝑥𝑖 � íåâû÷èñëèìàÿ òî÷êà,

1, åñëè 𝑥𝑖 � âíóòðåííÿÿ òî÷êà.

(6)

Ðåçóëüòàòîì èñïûòàíèÿ ÿâëÿåòñÿ íàáîð çíà÷åíèé (𝑥𝑖, 𝑦𝑖 = 𝑦(𝑥𝑖), 𝑧𝑖 = 𝜙(𝑦𝑖), 𝑣𝑖 = 𝑣(𝑥𝑖)).
Íàêîïëåííàÿ ïîñëå ïðîâåäåíèÿ 𝑘 èñïûòàíèé ïîèñêîâàÿ èíôîðìàöèÿ õðàíèòñÿ â ïî-

ðÿäêå âîçðàñòàíèÿ çíà÷åíèé êîîðäèíàòû 𝑥𝑖 â ìíîæåñòâå Ω𝑘, â êîòîðîì ñîîòâåòñòâóþùèå
çàïèñè äëÿ óäîáñòâà ïåðåíóìåðîâàíû íèæíèì èíäåêñîì.

Íà êàæäîì øàãå àëãîðèòìà ïðîèçâîäÿòñÿ âû÷èñëåíèå îöåíêè êîíñòàíòû Ãåëüäåðà,
îïðåäåëåíèå õàðàêòåðèñòèê ïîèñêîâûõ èíòåðâàëîâ, âûáîð íàèáîëåå ïåðñïåêòèâíîãî èí-
òåðâàëà è âû÷èñëåíèå òî÷êè 𝑦𝑘+1 äëÿ ïðîâåäåíèÿ î÷åðåäíîãî èñïûòàíèÿ. Ïðàâèëà âû÷èñ-
ëåíèÿ õàðàêòåðèñòèêè èíòåðâàëà äëÿ çàäà÷ ñ ÷àñòè÷íî îïðåäåëåííîé öåëåâîé ôóíêöèåé
ïðåäñòàâëåíû â âèäå Àëãîðèòìà 1.

Алгоритм 1. Âû÷èñëåíèå õàðàêòåðèñòèêè 𝑖-ãî èíòåðâàëà.

Require: Ω𝑘, 𝑖, 𝑧
*, 𝜇, 𝑟 > 1, 0 < 𝛼 ≤ 1

Ensure: 𝑅
1: if 𝑣(𝑥𝑖−1) = 1 and 𝑣(𝑥𝑖) = 1 then ◁ îáå òî÷êè ÿâëÿþòñÿ âíóòðåííèìè

2: 𝑅← ∆𝑖 +
(𝑧𝑖−𝑧𝑖−1)

2

(𝑟𝜇)2Δ𝑖
− 2 (𝑧𝑖+𝑧𝑖−1−2𝑧*)

𝑟𝜇



М.А. Усова, И. Г. Лебедев, A.A. Штанюк, К.А. Баркалов 59

3: else if 𝑣(𝑥𝑖) = 1 then ◁ òî÷êà 𝑥𝑖 ÿâëÿåòñÿ âíóòðåííåé
4: 𝑅← 2∆𝑖 − 4 (𝑧𝑖−𝑧*)

𝑟𝜇

5: else if 𝑣(𝑥𝑖−1) = 1 then ◁ òî÷êà 𝑥𝑖−1 ÿâëÿåòñÿ âíóòðåííåé
6: 𝑅← 2∆𝑖 − 4 (𝑧𝑖−1−𝑧*)

𝑟𝜇

7: else ◁ îáå òî÷êè ÿâëÿþòñÿ íåâû÷èñëèìûìè èëè ãðàíè÷íûìè
8: 𝑅← 𝛼(1− 1

𝑟
)
2
∆𝑖

9: end if
10: return R

Çíà÷åíèÿ 𝑟 è 𝛼 ÿâëÿþòñÿ ïàðàìåòðàìè àëãîðèòìà (èõ ñìûñë ïîÿñíåí íèæå), à ∆𝑖 îáî-
çíà÷àåò äëèíó 𝑖-ãî èíòåðâàëà â íîâîé ìåòðèêå,

∆𝑖 = (𝑥𝑖 − 𝑥𝑖−1)
1/𝑁 .

Ïîäðîáíîå îïèñàíèå ïðàâèë àëãîðèòìà ãëîáàëüíîãî ïîèñêà íà ñëó÷àé íå âñþäó âû÷èñ-
ëèìîé öåëåâîé ôóíêöèè äëÿ ðåøåíèÿ çàäà÷è (4) ïðèâåäåíî â âèäå Àëãîðèòìà 2.

Алгоритм 2. Àëãîðèòì ãëîáàëüíîãî ïîèñêà äëÿ íå âñþäó âû÷èñëèìîé öåëåâîé ôóíêöèè
(ÀÃÏ-Í).

Require: 𝜙(𝑦), 𝐷, 𝜀,𝐾𝑚𝑎𝑥, 𝑟 > 1, 0 < 𝛼 ≤ 1
Ensure: 𝑦𝑚𝑖𝑛

1: Ω𝑘 ← {(𝑥1 = 0.0, 𝑦1 = 𝑦(𝑥1), 𝑣1 = 𝑣(𝑥1)), (𝑥2 = 1.0, 𝑦2 = 𝑦(𝑥2), 𝑣2 = 𝑣(𝑥2))}
2: Ω𝑘 ← Ω𝑘 ∪ {(𝑥3 = 0.5, 𝑦3 = 𝑦(𝑥3), 𝑧3 = 𝜙(𝑦3), 𝑣3 = 𝑣(𝑥3))}
3: 𝑧* ← 𝑧3; 𝑘 ← 3; 𝑡← 2
4: while ∆𝑡 ≥ 𝜀 and 𝑘 ≤ 𝐾𝑚𝑎𝑥 or 𝑣(𝑥𝑡) ̸= 1 and 𝑣(𝑥𝑡−1) ̸= 1 do

5: 𝜇← max
{︁

|𝑧𝑖−𝑧𝑖−1|
Δ𝑖

, 𝑣(𝑥𝑖−1) = 1 and 𝑣(𝑥𝑖) = 1, 1 ≤ 𝑖 ≤ 𝑘
}︁

6: if 𝜇 = 0 then
7: 𝜇 = 1
8: end if
9: for 𝑖 = 1 to 𝑘 do
10: 𝑅𝑖 ← 𝑅(Ω𝑘, 𝑖, 𝑧

*, 𝜇, 𝑟, 𝛼)
11: end for
12: 𝑡← min {argmax {𝑅𝑖, 1 ≤ 𝑖 ≤ 𝑘}}
13: if 𝑣(𝑥𝑡−1) = 1 and 𝑣(𝑥𝑡) = 1 then

14: 𝑥𝑘+1 ← 𝑥𝑡+𝑥𝑡−1

2
− sign(𝑧𝑡 − 𝑧𝑡−1)

1
2𝑟

[︁
|𝑧𝑡−𝑧𝑡−1|

𝜇

]︁𝑁
15: else
16: 𝑥𝑘+1 ← 𝑥𝑡+𝑥𝑡−1

2

17: end if
18: 𝑦𝑘+1 ← 𝑦(𝑥𝑘+1); 𝑧𝑘+1 ← 𝜙(𝑦𝑘+1); 𝑣𝑘+1 ← 𝑣(𝑥𝑘+1)
19: 𝑧* = min

{︀
𝑧*, 𝑧𝑘+1

}︀
20: Ω𝑘 ← Ω𝑘 ∪

{︀
(𝑥𝑘+1, 𝑦𝑘+1, 𝑧𝑘+1, 𝑣𝑘+1)

}︀
21: 𝑘 ← 𝑘 + 1
22: end while
23: 𝑚𝑖𝑛← argmin {𝑧𝑖, 1 < 𝑖 < 𝑘}
24: return 𝑦𝑚𝑖𝑛

Замечание 1 (о связи с АГП). Â ñëó÷àÿõ, êîãäà çàäà÷à íå ñîäåðæèò ñêðûòûõ îãðà-
íè÷åíèé èëè ïðîâîäèìûå àëãîðèòìîì èñïûòàíèÿ íå ïîïàäàþò â ñóùåñòâóþùèå îáëàñòè
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Рис. 1. Распределение точек испытаний с различными видами невычислимых областей и настройкой

параметра 𝛼: (а) область невычислимости на границе области поиска, 𝛼 = 1.0; (б) случайно

расположенные области невычислимости, 𝛼 = 1.0; (в) область невычислимости на границе области

поиска, 𝛼 = 0.08; (г) случайно расположенные области невычислимости, 𝛼 = 0.08

íåâû÷èñëèìîñòè, ÀÃÏ-Í ïîëíîñòüþ ïîâòîðÿåò ðàáîòó ñâîåãî ïðîòîòèïà � àëãîðèòìà ãëî-
áàëüíîãî ïîèñêà.

Замечание 2 (о параметре 𝛼). Ïàðàìåòð 0 < 𝛼 ≤ 1.0 ïîçâîëÿåò ðåãóëèðîâàòü ïëîò-
íîñòü ñåòêè èñïûòàíèé â îáëàñòè íåâû÷èñëèìîñòè 𝐼, 𝐼 ⊂ 𝐷. ×åì ìåíüøå ïàðàìåòð, òåì
ìåíåå ïåðñïåêòèâíûìè äëÿ àëãîðèòìà áóäóò èíòåðâàëû ñ ãðàíè÷íûìè òî÷êàìè â îáëàñòÿõ
íåâû÷èñëèìîñòè. Ïðè ìàêñèìàëüíî äîïóñòèìîì ïàðàìåòðå 𝛼 = 1.0 ìåòîä ãóñòî óñåèâàåò
òî÷êàìè èñïûòàíèé ïîäîáëàñòè, â êîòîðûõ ôóíêöèÿ íå âû÷èñëèìà, âîçíèêàåò ýôôåêò
¾÷åðíîãî ïÿòíà¿ (òî÷êè èñïûòàíèé â òàêèõ ïîäîáëàñòÿõ íà ðèñóíêå îáîçíà÷åíû ÷åðíûì
öâåòîì), ñì. ðèñ. 1, a, è ðèñ. 1, á. Ïðè óìåíüøåíèè ïàðàìåòðà 𝛼 òî÷åê ýòèõ èñïûòàíèé
ñòàíîâèòñÿ çíà÷èòåëüíî ìåíüøå, ÷òî íàãëÿäíî âèäíî íà ðèñ. 1, â, è ðèñ. 1, ã.

Замечание 3 (о существовании вычислимого отрезка на кривой Пеано). Â
ñëó÷àå ïîïàäàíèÿ òî÷åê èñïûòàíèé â îáëàñòü íåâû÷èñëèìîñòè íà ïåðâûõ èòåðàöèÿõ, àë-



Q = D\I
Q
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â äàííîì èññëåäîâàíèè ïðîáëåìà ÷àñòè÷íîé îïðåäåëåííîñòè êðèòåðèåâ â îòñóòñòâèè ôîð-
ìóëüíîãî îïèñàíèÿ èññëåäóåìîé ìîäåëè âèäà ¾÷åðíûé ÿùèê¿.

Íà ðèñ. 2 ïðèâåäåíà áëîê-ñõåìà îáùåãî àëãîðèòìà ôóíêöèîíèðîâàíèÿ ôðåéìâîðêà.
Ôðåéìâîðê iOpt íàïèñàí íà Python â âèäå ñèñòåìû âçàèìîñâÿçàííûõ êëàññîâ. Ðåàëèçà-

öèÿ îïèñàííîãî â ðàçäåëå 2 àëãîðèòìà ñîäåðæèòñÿ â áàçîâîì êëàññå Method. Îïèñàííûé
äàëåå â ðàçäåëå 4.1.1 ãåíåðàòîð çàäà÷ GKLS ñî ñêðûòûìè îãðàíè÷åíèÿìè (GKLS-HC)
ðåàëèçîâàí â âèäå êëàññà GKLSHiddenConstraint � íàñëåäíèêà èíòåðôåéñà Problem. Â
ôðåéìâîðê äîáàâëåíà âîçìîæíîñòü âèçóàëèçàöèè ïðîöåññà ðåøåíèÿ çàäà÷ ñî ñêðûòûìè
îãðàíè÷åíèÿìè ñ èñïîëüçîâàíèåì StaticPainterNDListener. Äîñòóïíû ðàçëè÷íûå ñïîñîáû
îòðèñîâêè ëèíèé óðîâíÿ öåëåâîé ôóíêöèè: ïî ðàâíîìåðíîé ñåòêå, òîëüêî ïî òî÷êàì ïî-
èñêîâûõ èñïûòàíèé, ïî òî÷êàì èñïûòàíèé ñ èñïîëüçîâàíèåì èíòåðïîëÿöèè. Ïîäðîáíîå
îïèñàíèå âîçìîæíîñòåé ôðåéìâîðêà ïðåäñòàâëåíî â äîêóìåíòàöèè [24].

4. Результаты вычислительных экспериментов.
4.1. Решение серий тестовых задач. Ðåøåíèå ñåðèè çàäà÷ ñ èçâåñòíûìè ñâîéñòâàìè

ÿâëÿåòñÿ îäíèì èç òðàäèöèîííûõ ñïîñîáîâ îöåíêè êà÷åñòâà ðàáîòû ìåòîäîâ ãëîáàëüíîãî
ïîèñêà. Îäíàêî äîñòóïíûå íàáîðû òåñòîâûõ çàäà÷ íå ñîäåðæàò îáëàñòåé íåâû÷èñëèìî-
ñòè öåëåâîé ôóíêöèè, ïîýòîìó äëÿ òåñòèðîâàíèÿ ðàçðàáîòàííîãî àëãîðèòìà ÀÃÏ-Í áûë
ïðåäëîæåí ñïîñîá ãåíåðàöèè òåñòîâûõ çàäà÷ ñî ñêðûòûìè îãðàíè÷åíèÿìè.

Â äàííîì ðàçäåëå äàíî êðàòêîå îïèñàíèå òåñòîâûõ çàäà÷, à òàêæå ïðèâåäåíû ðåçóëü-
òàòû ýêñïåðèìåíòîâ, äåìîíñòðèðóþùèå íàäåæíîñòü ãëîáàëüíîãî ïîèñêà è ýôôåêòèâíîñòü
ðàçðàáîòàííîãî àëãîðèòìà îïòèìèçàöèè.

4.1.1. Описание тестовых задач. Äëÿ ñîçäàíèÿ òåñòîâûõ çàäà÷ GKLS-HC èñïîëüçîâàë-
ñÿ ãåíåðàòîð GKLS [25], ïîçâîëÿþùèé ïîðîæäàòü çàäà÷è ìíîãîýêñòðåìàëüíîé îïòèìèçà-
öèè ñ çàðàíåå èçâåñòíûìè ñâîéñòâàìè.

Ãåíåðàöèÿ çàäà÷è ñîñòîèò â îïðåäåëåíèè âûïóêëîé êâàäðàòè÷íîé ôóíêöèè, äîïîëíåí-
íîé ïîëèíîìàìè áîëåå âûñîêîãî ïîðÿäêà äëÿ ââåäåíèÿ ëîêàëüíûõ ìèíèìóìîâ. Êàæäûé
òåñòîâûé êëàññ, ïðåäîñòàâëÿåìûé ãåíåðàòîðîì GKLS, ñîñòîèò èç 100 ôóíêöèé, ïîñòðîåí-
íûõ ñëó÷àéíûì îáðàçîì, è îïðåäåëÿåòñÿ ðàçìåðîì îáëàñòè ïîèñêà, êîëè÷åñòâîì ëîêàëü-
íûõ ìèíèìóìîâ, çíà÷åíèåì ãëîáàëüíîãî ìèíèìóìà, ðàäèóñîì îáëàñòè ïðèòÿæåíèÿ ãëî-
áàëüíîãî ìèíèìóìà, ðàññòîÿíèåì îò ãëîáàëüíîãî ìèíèìóìà äî âåðøèíû êâàäðàòè÷íîé
ôóíêöèè. Äðóãèå íåîáõîäèìûå ïàðàìåòðû, òàêèå êàê òî÷êè âñåõ ëîêàëüíûõ ìèíèìóìîâ,
èõ îáëàñòè ïðèòÿæåíèÿ è çíà÷åíèÿ, âûáèðàþòñÿ ãåíåðàòîðîì ñëó÷àéíûì îáðàçîì.

Äàííûå ôóíêöèè áûëè äîïîëíåíû îáëàñòÿìè íåâû÷èñëèìîñòè â ôîðìå ýëëèïñîèäîâ
(êîîðäèíàòû öåíòðîâ è äëèíû ðàäèóñîâ ãåíåðèðîâàëèñü ñëó÷àéíî), ïðè ïîïàäàíèè â êî-
òîðûå ôóíêöèÿ âîçâðàùàåò èñêëþ÷åíèå, ñîîáùàþùåå î íåâîçìîæíîñòè âû÷èñëèòü åå çíà-
÷åíèå.

Â òåêóùåé âåðñèè ôðåéìâîðê iOpt èñïîëüçóåò ãåíåðàòîð GKLS äëÿ ôîðìèðîâàíèÿ çà-
äà÷ ñ ðàçìåðíîñòüþ îò 2 äî 5, ÷èñëîì ëîêàëüíûõ ìèíèìóìîâ, ðàâíûì 10, è îáëàñòüþ ïîèñ-
êà îò −1 äî 1 ïî êàæäîé ïåðåìåííîé. Ðàäèóñ îáëàñòè ïðèòÿæåíèÿ ãëîáàëüíîãî ìèíèìóìà
è ðàññòîÿíèå îò ãëîáàëüíîãî ìèíèìóìà äî âåðøèíû êâàäðàòè÷íîé ôóíêöèè âàðüèðóåòñÿ â
çàâèñèìîñòè îò ðàçìåðíîñòè çàäà÷è. Êîëè÷åñòâî ãåíåðèðóåìûõ îáëàñòåé íåâû÷èñëèìîñòè
çàäàâàëîñü ðàâíûì 4. Îáëàñòè íåâû÷èñëèìîñòè ìîãóò ïåðåñåêàòüñÿ, ïðè ýòîì íå âêëþ-
÷àþò òî÷êó èçâåñòíîãî ãëîáàëüíîãî ìèíèìóìà ôóíêöèé GKLS ïî ïîñòðîåíèþ. Ðàäèóñû
îáëàñòåé íåâû÷èñëèìîñòè âûáèðàþòñÿ ñëó÷àéíî èç äèàïàçîíà [0.05, 0.25].

Åñëè ãîâîðèòü î ïðîãðàììíîé ðåàëèçàöèè, òî ãåíåðàòîð çàäà÷ ðåàëèçîâàí â âèäå êëàñ-
ñà GKLSHiddenConstraint, êîíñòðóêòîð êîòîðîãî ïðèíèìàåò ðàçìåðíîñòü ãåíåðèðóåìîé
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Таблица 1
Результаты решения задач GKLS и GKLS-HC средствами фреймворка iOpt

класс задач 𝛼
среднее число
итераций

GKLS-HC
0.08 2151
0.008 1635

GKLS – 1510
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Рис. 3. Операционные характеристики алгоритмов АГП-Н и АГП

çàäà÷è (îò 2 äî 5), íîìåð ôóíêöèè (îò 1 äî 100), à òàêæå ïàðàìåòð äëÿ íàñòðîéêè ãåíå-
ðàòîðà ñëó÷àéíûõ ÷èñåë äëÿ âîñïðîèçâåäåíèÿ ýêñïåðèìåíòîâ, ïîñëå ÷åãî àâòîìàòè÷åñêè
óñòàíàâëèâàåò îñòàëüíûå ïàðàìåòðû ãåíåðàòîðà.

4.1.2. Результаты решения тестовых задач с помощью АГП-Н. Âû÷èñëèòåëüíûé ýêñ-
ïåðèìåíò áûë ïðîâåäåí ñ èñïîëüçîâàíèåì ôðåéìâîðêà iOpt, îïèñàííîãî â ðàçäåëå 3. ÀÃÏ-
Í çàïóñêàëñÿ íà ñåðèè çàäà÷ GKLS-HC ñ òî÷íîñòüþ ïîèñêà ìèíèìóìà 𝜀 = 0.001, ïàðàìåò-
ðîì íàäåæíîñòè 𝑟 = 4.2 è äâóìÿ çíà÷åíèÿìè ïàðàìåòðà 𝛼: 𝛼 = 0.08 è 𝛼 = 0.008. Äëÿ
ïîëíîöåííîãî ñðàâíåíèÿ àëãîðèòì ÀÃÏ-Í òàêæå áûë çàïóùåí íà ñåðèè çàäà÷ GKSL (ò. å.
íà çàäà÷àõ áåç ïîäîáëàñòåé, â êîòîðûõ öåëåâàÿ ôóíêöèÿ ÿâëÿåòñÿ íåîïðåäåëåííîé), ÷òî
ñîîòâåòñòâóåò ïîâåäåíèþ èñõîäíîãî ÀÃÏ.

Ðåçóëüòàòû ýêñïåðèìåíòà ïðèâåäåíû â òàáë. 1.
Íà ðèñ. 3 ïîêàçàíû îïåðàöèîííûå õàðàêòåðèñòèêè, êîòîðûå äåìîíñòðèðóþò äëÿ êàæ-

äîãî êîëè÷åñòâà èòåðàöèé ÷èñëî çàäà÷ èç òåñòîâîé âûáîðêè, ðåøåííîå ñ çàäàííîé òî÷íî-
ñòüþ 𝜀 = 0.001.

Ïðèìåðû âèçóàëèçàöèè ïðîöåññà ðåøåíèÿ çàäà÷è GKLS-HC � 38 ïðåäñòàâëåíû íà
ðèñ. 4. ×åðíûìè òî÷êàìè îòìå÷åíû òî÷êè èñïûòàíèé, ïîïàâøèå â ïîäîáëàñòè íåîïðåäå-
ëåííîñòè ôóíêöèè. Êðàñíîé òî÷êîé îòìå÷åíî íàéäåííîå àëãîðèòìîì ðåøåíèå.

Ðåçóëüòàòû ïðîâåäåííûõ ýêñïåðèìåíòîâ ïîêàçûâàþò, ÷òî ïîñëå âûïîëíåíèÿ 2000 èòå-
ðàöèé ÀÃÏ-Í ñ ïàðàìåòðîì 𝛼 = 0.008 áóäåò ïîëó÷åíà îöåíêà îïòèìóìà ñ òðåáóåìîé òî÷-
íîñòüþ äëÿ 80 % çàäà÷. Äëÿ ðåøåíèÿ îñòàâøèõñÿ 20 % çàäà÷ òðåáóåòñÿ (â õóäøåì ñëó÷àå)



a) б)

α = 0.08 α = 0.008

α

4.2.

4.2.1.
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Ïåðåïðûãèâàíèå ÷åðåç áàññåéí (basin-hopping) � àëãîðèòì ãëîáàëüíîé îïòèìèçàöèè,
îñóùåñòâëÿþùèé ïîèñê îïòèìóìà ïóòåì ïîñëåäîâàòåëüíîãî âûïîëíåíèÿ ëîêàëüíîé îïòè-
ìèçàöèè (ïî óìîë÷àíèþ èñïîëüçóÿ ìåòîä Ìîíòå-Êàðëî) ñ ïîñëåäóþùèì ïðèíÿòèåì èëè
îòêëîíåíèåì íîâûõ êîîðäèíàò íà îñíîâå òåêóùåãî ëó÷øåãî çíà÷åíèÿ ôóíêöèè.

SHGO (simplicial homology global optimization) � ñðàâíèòåëüíî íîâûé àëãîðèòì ãëî-
áàëüíîé îïòèìèçàöèè, îñíîâàííûé íà ïðèìåíåíèè ñèìïëèöèàëüíîé ãîìîëîãèè. Àëãîðèòì
èñïîëüçóåò êîíöåïöèè èç êîìáèíàòîðíîé èíòåãðàëüíîé òåîðèè ãîìîëîãèè äëÿ ïîèñêà ïîä-
îáëàñòåé, êîòîðûå ïðèáëèçèòåëüíî ëîêàëüíî âûïóêëû. Â îòëè÷èå îò ìíîãèõ äðóãèõ àëãî-
ðèòìîâ ãëîáàëüíîé îïòèìèçàöèè, èñïîëüçóþùèõ òåîðèþ ãðàôîâ è ìåòîäû êëàñòåðèçàöèè,
SHGO ñîçäàåò íà÷àëüíûå òî÷êè, êîòîðûå ñõîäÿòñÿ ê óíèêàëüíûì ëîêàëüíûì ìèíèìóìàì,
÷òî óëó÷øàåò åãî ïðîèçâîäèòåëüíîñòü.

Ìåòîä brute ðåàëèçóåò ìåòîä ¾ãðóáîé ñèëû¿ (brute force), ò. å. ïîëíûé ïåðåáîð.
Àëãîðèòìû differential_evolution, dual_annealing, basinhopping îòíîñÿòñÿ ê êëàññó ñòî-

õàñòè÷åñêèõ àëãîðèòìîâ (ò. å. êàæäûé çàïóñê ïîèñêà ìîæåò íàéòè äðóãîå ðåøåíèå), ïîòîìó
ïîèñê ãëîáàëüíîãî ìèíèìóìà ñ èñïîëüçîâàíèåì äàííûõ àëãîðèòìîâ òðåáóåò ìíîãîêðàòíûõ
çàïóñêîâ.

4.2.2. Результаты проведенного сравнения. Â ðàìêàõ ïðîâåäåííîãî ýêñïåðèìåíòà áûëè
ïîëó÷åíû ñëåäóþùèå ðåçóëüòàòû.

Ïðè íàëè÷èè ó çàäà÷è ñêðûòûõ îãðàíè÷åíèé õóäøåå ïîâåäåíèå äåìîíñòðèðóþò àëãî-
ðèòìû differential_evolution è brute. Àëãîðèòì differential_evolution ïîëíîñòüþ èñ÷åðïû-
âàåò âñå âûäåëåííûå åìó èòåðàöèè, íå íàõîäÿ ïðè ýòîì êîððåêòíûé îòâåò. Ïîëíûé ïåðåáîð
â ñâîþ î÷åðåäü â êà÷åñòâå ðåçóëüòàòà ðàáîòû ìîæåò âåðíóòü ÷òî óãîäíî.

Àëãîðèòìû dual_annealing è basinhopping â ðÿäå ñëó÷àåâ ñïðàâëÿþòñÿ ñ ïîñòàâëåí-
íîé îïòèìèçàöèîííîé çàäà÷åé. Ïðè ýòîì â ðàìêàõ ýêñïåðèìåíòà êîëè÷åñòâî âû÷èñëåíèé
öåëåâîé ôóíêöèè àëãîðèòìîì dual_annealing ñîñòàâèëî ïîðÿäêà 4000, â òî âðåìÿ êàê
basinhopping ìîã âûïîëíÿòü è 140000 âû÷èñëåíèé äëÿ îäíîé çàäà÷è.

Àëãîðèòìû direct è shgo äåìîíñòðèðóþò õîðîøèå ðåçóëüòàòû, õîòü è íå âñåãäà îáëà-
äàþò ñõîäèìîñòüþ. Ñðåäíåå ÷èñëî èòåðàöèé àëãîðèòìà direct ñîñòàâèëî 94 (ñîîòâåòñòâóåò
1981 âû÷èñëåíèÿì öåëåâîé ôóíêöèè). Àëãîðèòì shgo â êàæäîé çàäà÷å ïîëíîñòüþ èñ÷åðïàë
âûäåëåííûå åìó 200 èòåðàöèè, âûïîëíÿÿ â ñðåäíåì 4482 âû÷èñëåíèé öåëåâîé ôóíêöèè.
Â ñðàâíåíèè ñ äàííûìè ìåòîäàìè ÀÃÏ-Í ðàáîòàåò ýôôåêòèâíåå (îòìåòèì, ÷òî îäíà èòå-
ðàöèÿ ÀÃÏ-Í ñîîòâåòñòâóåò îäíîìó âû÷èñëåíèþ çíà÷åíèÿ öåëåâîé ôóíêöèè) è îáëàäàåò
ëó÷øåé ñõîäèìîñòüþ ê ãëîáàëüíîìó îïòèìóìó.

Â òàáë. 2 ñîáðàíà èíôîðìàöèÿ î âîçìîæíîì ïîâåäåíèè èññëåäîâàííûõ àëãîðèòìîâ
ñ çàäà÷àìè ñ íå âñþäó îïðåäåëåííîé öåëåâîé ôóíêöèåé, îáíàðóæåííàÿ ïðè ðåøåíèè
çàäà÷ GKLS-HC. Àëãîðèòì ÀÃÏ-Í âñåãäà íàõîäèò ãëîáàëüíûé ìèíèìóì, òîãäà êàê
di�erential_evolution âñåãäà âîçâðàùàåò çíà÷åíèå nan. Îñòàëüíûå àëãîðèòìû ìîãóò âåð-
íóòü êàê ãëîáàëüíûé, òàê è ëîêàëüíûé ìèíèìóì, ïðè ýòîì àëãîðèòìû dual_annealing è
basinhopping â ðÿäå ñëó÷àåâ ìîãóò âåðíóòü çíà÷åíèÿ nan è 1e+100 ñîîòâåòñòâåííî, à àëãî-
ðèòì brute, êàê óæå áûëî îòìå÷åíî, è âîâñå ìîæåò âåðíóòü â êà÷åñòâå îòâåòà ÷òî óãîäíî.

4.3. Решение задач настройки методов машинного обучения.
4.3.1. Настройка гиперпараметров метода LinearSVC. Â êà÷åñòâå ïåðâîé ìîäåëüíîé

çàäà÷è îïòèìèçàöèè, â êîòîðîé âñòðå÷àåòñÿ íåäîïóñòèìîå ñî÷åòàíèå ïàðàìåòðîâ, ðàññìîò-
ðèì íàñòðîéêó ãèïåðïàðàìåòðîâ ìåòîäà LinearSVC èç áèáëèîòåêè scikit-learn ïðè ðåøåíèè
çàäà÷è êëàññèôèêàöèè.
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Таблица 2
Возможные выявленные результаты работы алгоритмов глобальной оптимизации

библиотеки scipy.optimize на задачах GKLS-HC

алгоритм
возможный результат поиска

глобальный
минимум

локальный
минимум

nan 1e+100

АГП-Н  

differential_evolution  

dual_annealing   

basinhopping    

direct   

shgo   

brute     

Èññëåäîâàíèå ïðîâîäèëîñü íà êëàññè÷åñêîì äàòàñåòå Iris, êîòîðûé ñîäåðæèò õàðàêòå-
ðèñòèêè òðåõ ðàçëè÷íûõ âèäîâ èðèñà è ÷àñòî èñïîëüçóåòñÿ â êà÷åñòâå òåñòîâîãî ïðèìåðà
äëÿ àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ. Íàáîð äàííûõ Iris ñîñòîèò èç 150 çàïèñåé (ïî 50 çà-
ïèñåé íà êàæäûé âèä èðèñà), ñîäåðæàùèõ ïî 5 àòðèáóòîâ. Äàòàñåò âêëþ÷åí â áèáëèîòåêó
ìàøèííîãî îáó÷åíèÿ scikit-learn.

Çàäà÷à çàêëþ÷àëàñü â ìàêñèìèçàöèè ìåòðèêè 𝐹1, õàðàêòåðèçóþùåé êà÷åñòâî ïîñòðî-
åíèÿ êëàññèôèêàòîðà. Äëÿ LinearSVC âàðüèðîâàëèñü 2 äèñêðåòíûõ è 1 íåïðåðûâíûé
ïàðàìåòðû: òèï ôóíêöèè ïîòåðü 𝑙𝑜𝑠𝑠, 𝑙𝑜𝑠𝑠 ∈ {ℎ𝑖𝑛𝑔𝑒, 𝑠𝑞𝑢𝑎𝑟𝑒𝑑_ℎ𝑖𝑛𝑔𝑒}; ïàðàìåòð 𝑑𝑢𝑎𝑙,
𝑑𝑢𝑎𝑙 ∈ {𝑡𝑟𝑢𝑒, 𝑓𝑎𝑙𝑠𝑒}, êîòîðûé ïîçâîëÿåò âûáèðàòü ìåæäó ðåøåíèåì äâîéñòâåííîé èëè
îñíîâíîé çàäà÷è îïòèìèçàöèè; êîýôôèöèåíò ðåãóëÿðèçàöèè 𝐶, 𝐶 ∈ [1,6].

Äëÿ âîçìîæíîñòè âîñïðîèçâåäåíèÿ ðåçóëüòàòîâ ïàðàìåòð 𝑟𝑎𝑛𝑑𝑜𝑚_𝑠𝑡𝑎𝑡𝑒 áûë çàôèêñè-
ðîâàí â çíà÷åíèè 10. Îñòàëüíûå ïàðàìåòðû ìåòîäà LinearSVC ðàññìàòðèâàëèñü çàäàííû-
ìè ïî óìîë÷àíèþ.

Îòìåòèì, ÷òî ñî÷åòàíèå ãèïåðïàðàìåòðîâ 𝑙𝑜𝑠𝑠 = ℎ𝑖𝑛𝑔𝑙𝑒 è 𝑑𝑢𝑎𝑙 = 𝐹𝑎𝑙𝑠𝑒 ïðèâîäèò ê ¾ïà-
äåíèþ¿ ìåòîäà LinearSVC (ìåòîä âûáðàñûâàåò èñêëþ÷åíèå è íå âûäàåò çíà÷åíèÿ öåëåâîé
ìåòðèêè).

Ïîñòàâëåííàÿ çàäà÷à ðåøàëàñü â îáëàñòè èçìåíåíèÿ ãèïåðïàðàìåòðîâ ñ èñïîëüçîâà-
íèåì ñëåäóþùèõ àëãîðèòìîâ: ÀÃÏ-Í (ïðåäëîæåííûé â äàííîé ñòàòüå) ñ èñïîëüçîâàíè-
åì ïàðàìåòðà íàäåæíîñòè 𝑟 = 3.5 è îãðàíè÷åíèåì íà ÷èñëî èñïûòàíèé 𝐾𝑚𝑎𝑥 = 100;
GridSearchCV (ìåòîä ïîëíîãî ïåðåáîðà ïî ðàâíîìåðíîé ñåòêå); RandomizedSearchCV (ìå-
òîä ñëó÷àéíîãî ïîèñêà).

Ïîëó÷åííûå ðåçóëüòàòû ïðåäñòàâëåíû â òàáë. 3. Îòìåòèì, ÷òî â ïðîöåññå ñâîåé ðàáîòû
îáà àëãîðèòìà áèáëèîòåêè scikit-learn ðåøèëè çàäà÷ó ñ âûäà÷åé ïðåäóïðåæäåíèÿ î âîçíèê-
íîâåíèè íåäîïóñòèìîãî ñî÷åòàíèÿ ïàðàìåòðîâ. Àëãîðèòì ÀÃÏ-Í íàøåë ëó÷øåå çíà÷åíèå
𝐹1 = 0.973 ïðè ñî÷åòàíèè çíà÷åíèé ãèïåðïàðàìåòðîâ 𝐶 = 1.3125, 𝑙𝑜𝑠𝑠 = 𝑠𝑞𝑢𝑎𝑟𝑒𝑑_ℎ𝑖𝑛𝑔𝑒,
𝑑𝑢𝑎𝑙 = 𝐹𝑎𝑙𝑠𝑒.

4.3.2. Настройка гиперпараметров метода предсказания значений временного ряда. Â
êà÷åñòâå âòîðîé ìîäåëüíîé çàäà÷è ðàññìîòðèì çàäà÷ó íàñòðîéêè ãèïåðïàðàìåòðîâ ìåòî-
äîâ ïðåäñêàçàíèÿ çíà÷åíèé âðåìåííîãî ðÿäà (time series forecasting). Ïðåäñêàçàíèå çíà÷å-
íèé ïðîèçâîäèëîñü ñ èñïîëüçîâàíèåì ôðåéìâîðêà FEDOT [31, 32] (ôðåéìâîðê ñ îòêðûòûì
èñõîäíûì êîäîì äëÿ çàäà÷ àâòîìàòèçèðîâàííîãî ìîäåëèðîâàíèÿ è ìàøèííîãî îáó÷åíèÿ,
AutoML). FEDOT ïîääåðæèâàåò ïîëíûé öèêë ðåøåíèÿ çàäà÷è, âêëþ÷àþùèé ïðåïðîöåñ-
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Таблица 3
Результаты настройки гиперпараметров метода LinearSVC

при решении задачи классификации на датасете Iris

метод финальная F1

АГП-Н 0.973
GridSearchCV 0.960

RandomizedSearchCV 0.960

ñèíã, âûáîð ìîäåëè, íàñòðîéêó, êðîññâàëèäàöèþ è ò. ä. Ôðåéìâîðê èñïîëüçóåò ML-ìîäåëè,
â îñíîâíîì èç ñòàíäàðòíûõ áèáëèîòåê sklearn, statsmodels è keras.

Èññëåäîâàíèå ïðîâîäèëîñü íà äàòàñåòå montly beer production, êîòîðûé ñîäåðæèò 476
çàïèñåé. Óêàçàííûé äàòàñåò ïðåäñòàâëåí íà ïëàòôîðìå Kaggle è ÷àñòî èñïîëüçóåòñÿ äëÿ
òåñòèðîâàíèÿ àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ (ñì., íàïðèìåð, [33]). Ïîñòðîåííûé äëÿ
ðåøåíèÿ ïîñòàâëåííîé çàäà÷è â FEDOT ïàéïëàéí âêëþ÷àåò â ñåáÿ êîìáèíàöèþ èç äâóõ
ïðåîáðàçîâàíèé: lagged è cgru. Lagged-ïðåîáðàçîâàíèå âûïîëíÿåòñÿ ïóòåì âçÿòèÿ çíà÷å-
íèÿ ïåðåìåííîé â ïðåäûäóùèé ìîìåíò âðåìåíè è âêëþ÷åíèÿ åãî â ìîäåëü â êà÷åñòâå
ïðèçíàêà â òåêóùèé ìîìåíò âðåìåíè. Äëÿ ýòîãî äàííûå âðåìåííîãî ðÿäà ñäâèãàþòñÿ íà
îïðåäåëåííîå êîëè÷åñòâî øàãîâ, êîòîðûå íàçûâàþòñÿ ëàãîì èëè âðåìåííîé çàäåðæêîé. Â
êà÷åñòâå èñïîëüçóåìîé íåéðîííîé ñåòè âûñòóïàåò ðåêóððåíòíàÿ ñåòü (GRU), èñïîëüçóþ-
ùàÿ ñâåðòêó (CGRU).

Ó lagged-ïðåîáðàçîâàíèÿ èìååòñÿ îäèí ïàðàìåòð window_size, êîòîðûé èçìåíÿåòñÿ îò 5
äî 250 ñ øàãîì 1. Ïîñêîëüêó ýòîò ïàðàìåòð èìååò áîëüøîå êîëè÷åñòâî çíà÷åíèé, ïðè îïòè-
ìèçàöèè áóäåì ðàññìàòðèâàòü åãî êàê íåïðåðûâíûé (ñ îêðóãëåíèåì äî åäèíèö). Ó CGRU
âàðüèðîâàëèñü 4 äèñêðåòíûõ è 2 íåïðåðûâíûõ ïàðàìåòðà: cnn1_kernel_size ∈ {4, 5},
cnn2_kernel_size ∈ {5, 6}, cnn1_output_size ∈ {32, 64}, cnn2_output_size ∈ {32, 64};
hidden_size ∈ [20, 200], learning_rate ∈ [0.0005, 0.005].

Îñòàëüíûå ïàðàìåòðû áûëè çàôèêñèðîâàíû â çíà÷åíèÿõ ïî óìîë÷àíèþ: batch_size =
64, num_epochs = 50, optimizer = 'adamw', loss = 'mse'.

Òàêèì îáðàçîì, ôðåéìâîðê iOpt ðåøàë çàäà÷ó ìèíèìèçàöèè ìåòðèêè 𝑀𝑆𝐸, âàðüè-
ðóÿ 3 íåïðåðûâíûõ è 4 äèñêðåòíûõ ïàðàìåòðà, êàæäûé èç êîòîðûõ ïðèíèìàë 2 çíà÷åíèÿ
(âñåãî 16 êîìáèíàöèé). Îòìåòèì, ÷òî ïðè íåêîòîðûõ ñî÷åòàíèÿõ ïàðàìåòðîâ window_size,
cnn1_kernel_size, cnn1_output_size, cnn2_kernel_size è cnn2_output_size íåâîçìîæíî
âû÷èñëèòü çíà÷åíèå êðèòåðèÿ (ìåòîä âîçâðàùàåò áåñêîíå÷íîå çíà÷åíèå ôóíêöèè). Òàêèå
òî÷êè ðàññìàòðèâàëèñü êàê íåâû÷èñëèìûå.

Äëÿ ñðàâíåíèÿ ïîñòàâëåííàÿ çàäà÷à òàêæå áûëà ðåøåíà ïðè ïîìîùè èçâåñòíîãî
ôðåéìâîðêà îïòèìèçàöèè ãèïåðïàðàìåòðîâ Optuna [34]. Îáà ðåøàòåëÿ áûëè èíòåãðèðî-
âàíû â FEDOT è çàäåéñòâîâàíû â âû÷èñëèòåëüíîì ýêñïåðèìåíòå.

Äëÿ ðåøåíèÿ ïîñòàâëåííîé çàäà÷è áûëî âûñòàâëåíî îãðàíè÷åíèå íà 1000 ïîèñêîâûõ
èñïûòàíèé. Â iOpt ïîñëå 950 ¾ãëîáàëüíûõ¿ èòåðàöèé ãëîáàëüíîãî ìåòîäà çàïóñêàëîñü
ëîêàëüíîå óòî÷íåíèå ñ èñïîëüçîâàíèåì ìåòîäà Õóêà-Äæèâñà. Ðåçóëüòàòû ïðîâåäåííîãî
ýêñïåðèìåíòà îòðàæåíû â òàáë. 4.

×èñëî òî÷åê, â êîòîðûõ íå ïîëó÷èëîñü âû÷èñëèòü êðèòåðèé îïòèìèçàöèè, ñîñòàâèëî
ïîðÿäêà 10 % îò îáùåãî ÷èñëà òî÷åê ïîèñêîâûõ èñïûòàíèé. Êðèâûå, ñîîòâåòñòâóþùèå
ïîëó÷åííîìó ïðåäñêàçàíèþ, ïðèâåäåíû íà ðèñ. 5. Òåìíàÿ ëèíèÿ ñîîòâåòñòâóåò èñòèííûì
çíà÷åíèÿì âðåìåííîãî ðÿäà, ãîëóáàÿ � ïðåäñêàçàííûì çíà÷åíèÿì, ïîëó÷åííûì ïîñëå èñ-
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Â êà÷åñòâå ìîäåëüíûõ ïðèìåðîâ áûëè ðåøåíû íåñêîëüêî çàäà÷ íàñòðîéêè ãèïåðïà-
ðàìåòðîâ, ãäå âîçíèêàåò ïðîáëåìà âîçíèêíîâåíèÿ íåäîïóñòèìûõ ñî÷åòàíèé ãèïåðïàðà-
ìåòðîâ, ïðè êîòîðûõ íåâîçìîæíî îöåíèòü öåëåâóþ ìåòðèêó êà÷åñòâà. Â ïåðâîì ïðèìåðå
áûëà ïðîâåäåíà íàñòðîéêà ãèïåðïàðàìåòðîâ êëàññè÷åñêîãî àëãîðèòìà êëàññèôèêàöèè
LinearSVC. ÀÃÏ-Í óñïåøíî ðåøèë ïîñòàâëåííóþ çàäà÷ó, íàéäÿ ëó÷øåå ñî÷åòàíèå ãèïåð-
ïàðàìåòðîâ ïî ñðàâíåíèþ ñî ñòàíäàðòíûìè àëãîðèòìàìè èç áèáëèîòåêè scikit-learn. Â
êà÷åñòâå âòîðîé ìîäåëüíîé çàäà÷è áûëà ðàññìîòðåíà íàñòðîéêà ãèïåðïàðàìåòðîâ ìåòîäà
ïðåäñêàçàíèÿ çíà÷åíèé âðåìåííîãî ðÿäà. Â õîäå ýêñïåðèìåíòà áûëî ïðîâåäåíî ñðàâíåíèå
ÀÃÏ-Í ñ àëãîðèòìàìè íàñòðîéêè èç øèðîêî èçâåñòíîãî ôðåéìâîðêà Optuna. ÀÃÏ-Í
ïîêàçàë ñðàâíèìûé ðåçóëüòàò (â òåðìèíàõ ïîëó÷åííîãî çíà÷åíèÿ öåëåâîé ìåòðèêè),
çíà÷èòåëüíî îáîãíàâ Optuna ïî âðåìåíè, çàòðà÷åííîìó íà ðåøåíèå çàäà÷è.
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As accelerators are designed for specific types of computations (e. g., GPUs, NPUs, FPGAs), they
can significantly improve the performance of corresponding programs. In fact, most of the computing
power in modern multicomputers is provided by accelerators. However, using accelerators in programs
requires knowledge of system programming, which makes development more difficult for experts in
other domains. For example, it is necessary to manage data transfers between CPUs and accelerators,
implement load balancing, and schedule computations on accelerators. Achieving good efficiency
requires different optimization methods in different subject domains.

One way to reduce the labor costs of developing programs that use accelerators is to offload some
complex routine tasks from humans to an automation system. Such systems can lower the required
level of competence for developing efficient programs by performing automatic program construction.
Potentially, these automation systems can also produce programs with higher efficiency than average
hand-coded implementations. Since no universal automation approach exists for such systems, it
is necessary to develop various approaches for particular classes of applied problems and types of
accelerators. One method that can be applied here is the active knowledge concept [1].

Automatic construction of parallel programs using the active knowledge concept is performed
based on computational models (CMs). CMs are designed to represent knowledge in a certain subject
domain. For simplicity, a CM can be viewed as a bipartite directed graph consisting of operations
and variables. Each variable represents a certain value within the subject domain. Each operation
represents the derivation of its output variables (on outgoing arcs) from its input variables (on incoming
arcs). Operations are supplied with code fragments (CFs) in the form of conventional subroutines
(procedures). To solve a problem in this CM’s subject domain, we define a VW-task on the CM, where
V is the set of input variables and W is the set of output variables to be computed. A VW-plan is then
derived from the VW-task (if it exists). A VW-plan is a subgraph of the CM containing the necessary
operations and variables to compute the variables in W from the variables in V. Using the VW-plan,
a program can be constructed that takes values for the variables in V and computes values for the
intermediate variables and the variables in W. Such programs can be parallel if different variables can
be evaluated independently.

This research was carried out under the state contract with ICM&MG SB RAS FWNM-2025-0005.
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The actual program construction (VW-plan derivation and/or program generation) is performed
by an active knowledge system. An example of such a system, explored in this paper, is the LuNA
system [2, 3]. The LuNA system takes a prepared VW-plan and performs program generation; the
generated program is then executed by the runtime system. The runtime system uses a thread pool to
schedule and execute operations. The thread pool consists of one queue and multiple worker threads
that take available tasks from the queue and execute them. In a distributed system, multiple instances
of the runtime system can execute the generated program. These instances communicate to decide
which operation will be executed on which node.

In this paper, we consider an extension of the LuNA runtime system to support accelerators. In
particular, we examine the Huawei Ascend neural processor [4]. We propose a high-level specification
called CoFaNA (Code Fragment Notation for Accelerators) for describing computations to be executed
on the Ascend accelerator. We also propose an extension of the thread pool to perform computations
executed on both CPUs and Ascends. The thread pool was extended to have three queues: one for tasks
to be executed on CPUs, another for tasks to be executed on Ascends, and a third for heterogeneous
tasks that can be executed on either CPUs or Ascends. We also split the worker threads into two
groups: one group can execute tasks on CPUs (including heterogeneous tasks), and the other group
can execute tasks on Ascends.

Next, based on the implementation of support for the Ascend accelerator, we propose a subsystem
that can potentially use any accelerator. By implementing support for a particular accelerator
in a separate extension module (plugin), the subsystem can use subprograms from this module
during program generation and execution in the runtime system. An extension module implements
interfaces for the code generator, context, and thread pool, and also provides metainformation. This
metainformation is used during program generation to link necessary shared libraries. The context is
used to initialize or deinitialize libraries used in the extension module. The code generator can parse
various high-level specifications (for example, the CoFaNA format for the Ascend accelerator). The
thread pool can be implemented in various ways to use accelerators more efficiently.

An experimental study of using the Ascend accelerator was carried out on an Atlas 800 server [11].
We considered the problems of block multiplication of dense matrices and convolution of seismic traces
[10]. The results show that LuNA implementations have execution times comparable to hand-coded
C++ programs. The CoFaNA format helped to reduce the labor costs required to develop programs
that use the Ascend accelerator.

In conclusion, this research explored the automatic construction of programs that use accelerators,
based on the active knowledge concept. As a result of the work, the LuNA system was extended to
support the Huawei Ascend accelerator and potentially other accelerators.

In the future, we plan to implement support for other accelerators and, if necessary, expand the
subsystem. We also plan to research improvements for using the Huawei Ascend processor in the LuNA
system: expanding the CoFaNA format, considering alternative implementations of the thread pool,
and automatically selecting the precision of floating-point numbers based on the properties of the
applied problem being solved.

Key words: active knowledge, LuNA system, accelerator, Huawei Ascend processor, automatic
program construction, high-level specification, subsystem for accelerators support.
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Спецвычислители, такие как GPU или NPU, ориентированы на определенный характер вы-
числительной нагрузки, что позволяет в значительной степени повысить их производитель-
ность. Разработка эффективных программ, использующих спецвычислители, является трудо-
емкой задачей, так как требует знаний и навыков в области системного программирования. В
частности, разработка таких программ затруднительна для специалистов других профилей. В
работе рассматривается автоматическое конструирование параллельных программ с исполь-
зованием спецвычислителей. Автоматизация направлена на снижение трудоемкости разработ-
ки и исполнения программ с получением приемлемой эффективности. Предлагаемое в рабо-
те решение основывается на концепции активных знаний и реализуется в системе активных
знаний LuNA. Рассматривается расширение архитектуры исполнительной системы для под-
держки спецвычислителей на примере представителя нейронных процессоров Huawei Ascend.
Поддержка спецвычислителя обеспечивается отдельным слабосвязанным модулем. Приводят-
ся результаты экспериментального исследования решения задач блочного умножения плотных
матриц и корреляционной свертки сейсмотрасс с использованием спецвычислителя.

Ключевые слова: концепция активных знаний, система LuNA, спецвычислитель, процес-
сор Huawei Ascend, автоматическое конструирование программ, высокоуровневая специфика-
ция, подсистема поддержки спецвычислителей.

Введение. Âàæíóþ ðîëü â ñîâðåìåííûõ âûñîêîïðîèçâîäèòåëüíûõ âû÷èñëåíèÿõ èãðà-
þò ñïåöâû÷èñëèòåëè, òàêèå êàê ãðàôè÷åñêèå óñêîðèòåëè (GPU), íåéðîííûå ïðîöåññîðû
(NPU), ÏËÈÑ (FPGA). Ñïåöâû÷èñëèòåëè ïîçâîëÿþò ñóùåñòâåííî ïîâûñèòü ïðîèçâîäè-
òåëüíîñòü âû÷èñëåíèé çà ñ÷åò îðèåíòàöèè íà êîíêðåòíûé õàðàêòåð âû÷èñëèòåëüíîé íà-
ãðóçêè. Â ñîñòàâå ñóïåðêîìïüþòåðîâ èìåííî ñïåöâû÷èñëèòåëè, êàê ïðàâèëî, ïîñòàâëÿþò
áоëüøóþ ÷àñòü âû÷èñëèòåëüíîé ìîùíîñòè.
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Ðàçðàáîòêà ýôôåêòèâíûõ ïàðàëëåëüíûõ ïðîãðàìì, èñïîëüçóþùèõ ñïåöâû÷èñëèòåëè,
÷àñòî ñîïðÿæåíà ñ äîïîëíèòåëüíûìè ïðîáëåìàìè ïî ñðàâíåíèþ ñ èñïîëüçîâàíèåì îáû÷-
íûõ ïðîöåññîðîâ (CPU). Òóò è äàëåå ýôôåêòèâíîñòü ïîíèìàåòñÿ ñ òî÷êè çðåíèÿ âðåìåíè
âûïîëíåíèÿ ïðîãðàììû, ðàñõîäà ïàìÿòè, íàãðóçêè íà ñåòü è ò. ï. õàðàêòåðèñòèê. Ýòè ïðî-
áëåìû ïðîèñòåêàþò èç òîãî, ÷òî ýôôåêòèâíîå èñïîëüçîâàíèå ñïåöâû÷èñëèòåëÿ òðåáóåò
çíàíèÿ ìíîãèõ îñîáåííîñòåé åãî ðàáîòû è ñîîòâåòñòâóþùèõ òåõíè÷åñêèõ ñðåäñòâ, à òàêæå
óìåíèÿ ó÷èòûâàòü ýòè îñîáåííîñòè ïðè ðåøåíèè êîíêðåòíîé çàäà÷è. Ñóùåñòâåííî ñíèçèòü
ñëîæíîñòü è òðóäîåìêîñòü ðàçðàáîòêè ïðîãðàìì âîçìîæíî çà ñ÷åò àâòîìàòèçàöèè ýòî-
ãî ïðîöåññà, êîãäà ÷àñòü ðàáîòû ïåðåêëàäûâàåòñÿ ñ ÷åëîâåêà íà ñèñòåìó àâòîìàòèçàöèè.
Òàêæå ýòî ïîçâîëÿåò, ïî êðàéíåé ìåðå â ïåðñïåêòèâå, óëó÷øèòü êà÷åñòâî êîíñòðóèðóåìûõ
ïðîãðàìì ïî ñðàâíåíèþ ñî ñðåäíåé ðó÷íîé ðàçðàáîòêîé.

Ïðè âñåé ñëîæíîñòè çàäà÷è àâòîìàòè÷åñêîãî êîíñòðóèðîâàíèÿ ýôôåêòèâíûõ ïàðàë-
ëåëüíûõ ïðîãðàìì, ñóùåñòâóþò ïîäõîäû ê åå ðåøåíèþ, ïî êðàéíåé ìåðå â ÷àñòíûõ ñëó-
÷àÿõ. Îäèí èç òàêèõ ïîäõîäîâ � êîíöåïöèÿ àêòèâíûõ çíàíèé [1], îïðåäåëÿþùàÿ ìåòîäî-
ëîãèþ àâòîìàòè÷åñêîãî êîíñòðóèðîâàíèÿ ïðîãðàìì â êîíêðåòíûõ ïðåäìåòíûõ îáëàñòÿõ.
Â åå îñíîâå ëåæèò èäåÿ ïîñòðîåíèÿ áàçû àêòèâíûõ çíàíèé � ìàøèííî-îðèåíòèðîâàííîãî
ïðåäñòàâëåíèÿ ñèñòåìû çíàíèé î ïðåäìåòíîé îáëàñòè, îáåñïå÷èâàþùåé àâòîìàòè÷åñêîå
êîíñòðóèðîâàíèå äîñòàòî÷íî ýôôåêòèâíûõ äëÿ ïðàêòè÷åñêîãî èñïîëüçîâàíèÿ ïàðàëëåëü-
íûõ ïðîãðàìì ðåøåíèÿ çàäà÷ â ýòîé ïðåäìåòíîé îáëàñòè. Áàçà àêòèâíûõ çíàíèé âêëþ-
÷àåò ÷àñòè÷íóþ àêñèîìàòè÷åñêóþ òåîðèþ ïðåäìåòíîé îáëàñòè, íàðàáîòàííûå ïðè ðó÷íîì
ïðîãðàììèðîâàíèè â ýòîé ïðåäìåòíîé îáëàñòè ôðàãìåíòû êîäà è îïèñàíèå îñîáåííîñòåé
èõ ïðèìåíåíèÿ äëÿ ðåøåíèÿ ðàçëè÷íûõ çàäà÷. Ñèëüíîé ñòîðîíîé ïîäõîäà ÿâëÿåòñÿ âîç-
ìîæíîñòü àâòîìàòè÷åñêè ó÷èòûâàòü ñïåöèôè÷íûå îñîáåííîñòè ïðåäìåòíîé îáëàñòè äëÿ
îáåñïå÷åíèÿ òðåáóåìîé ýôôåêòèâíîñòè êîíñòðóèðóåìûõ ïðîãðàìì.

Êîíöåïöèÿ àêòèâíûõ çíàíèé ïðåäñòàâëÿåòñÿ ïåðñïåêòèâíûì ïîäõîäîì è äëÿ àâòîìà-
òèçàöèè êîíñòðóèðîâàíèÿ ïàðàëëåëüíûõ ïðîãðàìì, èñïîëüçóþùèõ ñïåöâû÷èñëèòåëè, ò. ê.
îíà ïîçâîëÿåò ïåðåëîæèòü íà ñèñòåìó è ñëîæíûå ðóòèííûå òåõíè÷åñêèå äåòàëè èñïîëüçî-
âàíèÿ ñïåöâû÷èñëèòåëÿ, è ìíîãèå âîïðîñû ñèñòåìíîãî ïàðàëëåëüíîãî ïðîãðàììèðîâàíèÿ.
Ê òàêèì âîïðîñàì îòíîñÿòñÿ äåêîìïîçèöèÿ äàííûõ è âû÷èñëåíèé, äèíàìè÷åñêîå ðàñïðå-
äåëåíèå íàãðóçêè, ñèíõðîíèçàöèÿ äîñòóïà ê îáùèì äàííûì, ñîâìåñòíîå èñïîëüçîâàíèå
ÿäåð öåíòðàëüíîãî ïðîöåññîðà è ñïåöâû÷èñëèòåëåé è ïð. Íî ðåàëèçàöèÿ ýòîé èäåè òðå-
áóåò ðàçâèòèÿ êàê ïîäõîäà, òàê è èíñòðóìåíòàðèÿ, ïðåäñòàâëåííîãî ñèñòåìîé àêòèâíûõ
çíàíèé LuNA [2, 3].

Öåëüþ ðàáîòû ÿâëÿþòñÿ èññëåäîâàíèå è ÷àñòè÷íàÿ ðåàëèçàöèÿ âîçìîæíîñòåé êîíöåï-
öèè àêòèâíûõ çíàíèé ïî àâòîìàòèçàöèè èñïîëüçîâàíèÿ ñïåöèàëèçèðîâàííûõ âû÷èñëèòå-
ëåé â êîíñòðóèðóåìûõ ïàðàëëåëüíûõ ïðîãðàììàõ. Â ÷àñòíîñòè, ðàññìàòðèâàåòñÿ çàäà÷à
îáåñïå÷åíèÿ ïîääåðæêè ñïåöâû÷èñëèòåëåé â ñèñòåìå LuNA íà ïðèìåðå ïîääåðæêè ñïåö-
âû÷èñëèòåëÿ Huawei Ascend [4].

Îñòàëüíàÿ ÷àñòü ñòàòüè ñòðóêòóðèðîâàíà ñëåäóþùèì îáðàçîì. Â ðàçäåëå 1 ïðèâîäèòñÿ
îïèñàíèå ïîäõîäà ê àâòîìàòè÷åñêîìó èñïîëüçîâàíèþ ñïåöâû÷èñëèòåëåé íà îñíîâå êîíöåï-
öèè àêòèâíûõ çíàíèé. Â ðàçäåëå 2 ïðèâîäÿòñÿ íåîáõîäèìûå îïðåäåëåíèÿ, ñâÿçàííûå ñ
ñèñòåìîé LuNA, è îïèñûâàþòñÿ ïðåäëàãàåìûå ðåøåíèÿ äëÿ ïîääåðæêè ñïåöâû÷èñëèòå-
ëåé. Â ðàçäåëå 3+ ïðåäñòàâëåíû ðåçóëüòàòû ýêñïåðèìåíòàëüíîãî èññëåäîâàíèÿ äëÿ çàäà÷
áëî÷íîãî óìíîæåíèÿ ïëîòíûõ ìàòðèö è êîððåëÿöèîííîé ñâåðòêè ñåéñìîòðàññ ñ èñïîëüçî-
âàíèåì ñïåöâû÷èñëèòåëÿ. Â çàêëþ÷åíèè ïîäâîäÿòñÿ èòîãè ðàáîòû.
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Рис. 1. Пример простой вычислительной модели, где круги представляют данные, а прямоугольники —

операции; V и W представляют входные и выходные данные соответственно

1. Подход к автоматизации использования спецвычислителей. Â êîíöåïöèè
àêòèâíûõ çíàíèé àâòîìàòè÷åñêîå êîíñòðóèðîâàíèå ïðîãðàìì îñóùåñòâëÿåòñÿ íà îñíîâå
вычислительных моделей (ÂÌ). ÂÌ ìîæíî ðàññìàòðèâàòü êàê äâóäîëüíûé îðãðàô,
ñîñòîÿùèé èç операций è переменных, ñîåäèíåííûõ äóãàìè (ñì. ðèñ. 1.). Êàæäàÿ ïåðå-
ìåííàÿ îáîçíà÷àåò íåêîòîðóþ âåëè÷èíó ïðåäìåòíîé îáëàñòè è ìîæåò èìåòü çíà÷åíèå ïðî-
èçâîëüíîãî òèïà. Êàæäàÿ îïåðàöèÿ îáîçíà÷àåò âîçìîæíîñòü âû÷èñëÿòü çíà÷åíèÿ ñâîèõ
âûõîäíûõ ïåðåìåííûõ (íà èñõîäÿùèõ äóãàõ) èç çíà÷åíèé âõîäíûõ (íà âõîäÿùèõ äóãàõ), è
ýòà âîçìîæíîñòü ðåàëèçóåòñÿ ïóòåì ïðåäîñòàâëåíèÿ фрагмента кода (ÔÊ) � ïðîãðàìì-
íîãî ìîäóëÿ (ïðîöåäóðû) îïðåäåëåííîãî âèäà.

Äàëåå, íà ÂÌ ñòàâèòñÿ VW-задача � ïàðà ïîäìíîæåñòâ ïåðåìåííûõ V è W, çàäà-
þùèõ âõîäíûå è âûõîäíûå ïåðåìåííûå ñîîòâåòñòâåííî. Ïî VW-çàäà÷å ñòðîèòñÿ VW-
план � ïîäãðàô ÂÌ, êîòîðûé ñîäåðæèò äîñòàòî÷íîå êîëè÷åñòâî îïåðàöèé è ïåðåìåííûõ,
÷òîáû âû÷èñëèòü çíà÷åíèÿ âñåõ ïåðåìåííûõ èç W èç çíà÷åíèé ïåðåìåííûõ èç V (åñëè
òàêîé ïëàí ñóùåñòâóåò). Ïî VW-ïëàíó ñòðîèòñÿ ïðîãðàììà, ñóòü êîòîðîé ñâîäèòñÿ ê òî-
ìó, ÷òîáû ñ÷èòàòü èçâíå çíà÷åíèÿ âõîäíûõ ïåðåìåííûõ, âûçâàòü â íóæíîì ïîðÿäêå è ñ
íóæíûìè àðãóìåíòàìè ÔÊ, âû÷èñëÿÿ òåì ñàìûì çíà÷åíèÿ ïðîìåæóòî÷íûõ è âûõîäíûõ
ïåðåìåííûõ, ïîñëå ÷åãî âûäàòü âîâíå çíà÷åíèÿ âûõîäíûõ ïåðåìåííûõ. Êîíñòðóèðóåìàÿ
ïðîãðàììà ìîæåò áûòü ïàðàëëåëüíîé, åñëè èíôîðìàöèîííûå çàâèñèìîñòè îïåðàöèé ýòî
ïîçâîëÿþò. Åñëè êîíñòðóèðóåòñÿ ïðîãðàììà äëÿ ðàñïðåäåëåííîé ïàìÿòè, òî ñèñòåìà êîí-
ñòðóèðîâàíèÿ äîëæíà îáåñïå÷èòü ïåðåäà÷ó äàííûõ ïî ñåòè òåõ çíà÷åíèé ïåðåìåííûõ,
êîòîðûå áûëè ïîëó÷åíû íà îäíîì óçëå ìóëüòèêîìïüþòåðà, à ïîòðåáëÿþòñÿ � íà äðóãîì
(äðóãèõ).

Базой активных знаний íàçûâàåòñÿ êîìïîçèöèÿ èç îïèñàíèÿ ÂÌ è íàáîðà ôðàã-
ìåíòîâ êîäà, îïèñàíèÿ íåôóíêöèîíàëüíûõ ñâîéñòâ îïåðàöèé, ïåðåìåííûõ è ÔÊ, à òàêæå
íåîáõîäèìîé ñîïóòñòâóþùåé òåõíè÷åñêîé èíôîðìàöèè. Òàêèì îáðàçîì, áàçà àêòèâíûõ
çíàíèé ñîäåðæèò âñå íåîáõîäèìîå, ÷òîáû íà åå îñíîâå ïîëíîñòüþ àâòîìàòè÷åñêè êîíñòðó-
èðîâàòü ïðîãðàììû. Ñîáñòâåííî êîíñòðóèðîâàíèå è èñïîëíåíèå ïðîãðàìì îñóùåñòâëÿåò
система активных знаний (ñèñòåìà LuNA [2, 3] ÿâëÿåòñÿ ïðèìåðîì òàêîé ñèñòåìû). Áà-
çà àêòèâíûõ çíàíèé ñëóæèò ìàøèííî-îðèåíòèðîâàííûì ñïîñîáîì ïðåäñòàâëåíèÿ çíàíèé
î ïðåäìåòíîé îáëàñòè, ïîëó÷åííûõ, â ïåðâóþ î÷åðåäü, â ðåçóëüòàòå ðó÷íîãî ïðîãðàììè-
ðîâàíèÿ ñïåöèàëèñòîâ â ýòîé ïðåäìåòíîé îáëàñòè. Èìåííî çíàíèÿ, çàëîæåííûå â áàçó
àêòèâíûõ çíàíèé, ïîçâîëÿþò êîíñòðóèðîâàòü ïðîãðàììû óäîâëåòâîðèòåëüíîãî êà÷åñòâà â
ýòîé ïðåäìåòíîé îáëàñòè.

Â êà÷åñòâå ïðèìåðà óäîáíî ðàññìîòðåòü ïðåäìåòíóþ îáëàñòü ¾òðåóãîëüíèê¿. Ïåðåìåí-
íûìè îáîçíà÷àþòñÿ òàêèå âåëè÷èíû êàê äëèíû ñòîðîí, óãëû, ïëîùàäü, ïåðèìåòð è ò. ï.,
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à îïåðàöèè ñîîòâåòñòâóþò ôîðìóëàì âû÷èñëåíèÿ îäíèõ âåëè÷èí èç äðóãèõ. Åñëè êàæäóþ
ôîðìóëó ðåàëèçîâàòü â âèäå ÔÊ, òî ýòî ïîçâîëèò àâòîìàòè÷åñêè êîíñòðóèðîâàòü ïðî-
ãðàììû ðåøåíèÿ çàäà÷ âèäà ¾äàíî � òðåáóåòñÿ¿ â ýòîé îáëàñòè. Çàäà÷à ìîæåò ðåøàòüñÿ
â íåñêîëüêî äåéñòâèé íà ãðàôå ÂÌ, êàê ýòî ïîêàçàíî âûøå.

Òåïåðü ðàññìîòðèì âîïðîñ ïîääåðæêè ñïåöâû÷èñëèòåëåé. Íàèâíûì ñïîñîáîì ïîääåð-
æàòü âîçìîæíîñòü êîíñòðóèðîâàòü ïðîãðàììû ñ èñïîëüçîâàíèåì ñïåöâû÷èñëèòåëåé ÿâëÿ-
åòñÿ ñîçäàíèå òàêèõ ÔÊ, êîòîðûå âíóòðè íà îñíîâå ñòàíäàðòíîãî èíñòðóìåíòàðèÿ (CUDA,
OpenACC è ò. ï.) îñóùåñòâëÿþò âû÷èñëåíèÿ íà ñïåöâû÷èñëèòåëå. Â ïðèíöèïå, ýòî áóäåò
ðàáîòàòü, íî ó òàêîãî ïîäõîäà åñòü ðÿä íåäîñòàòêîâ. Âî-ïåðâûõ, âñÿ òåõíè÷åñêàÿ ðàáîòà
ïî èñïîëüçîâàíèþ ñïåöâû÷èñëèòåëÿ îñòàåòñÿ íà ïîëüçîâàòåëå, òàê êàê èìåííî îí ðàçðà-
áàòûâàåò ÔÊ. Âî-âòîðûõ, ñèñòåìà ¾íå çíàåò¿ î òîì, ÷òî â òîì èëè èíîì ÔÊ èñïîëüçóåòñÿ
ñïåöâû÷èñëèòåëü è ïîòîìó íå ìîæåò ó÷èòûâàòü ýòî ïðè ñîçäàíèè VW-ïëàíà è ïðîãðàì-
ìû (äëÿ ïëàíèðîâàíèÿ ðåñóðñîâ, îöåíêè ýôôåêòèâíîñòè è ò. ä.). Â-òðåòüèõ, îòñóòñòâóåò
âîçìîæíîñòü îïòèìèçèðîâàòü ïåðåìåùåíèå äàííûõ ìåæäó ïàìÿòüþ öåíòðàëüíîãî ïðîöåñ-
ñîðà è ïàìÿòüþ ñïåöâû÷èñëèòåëÿ â ñëó÷àå, åñëè íà ñïåöâû÷èñëèòåëå èñïîëíÿåòñÿ áîëåå
îäíîé îïåðàöèè.

Íîðìàëüíûì ñïîñîáîì ïîääåðæàòü ñïåöâû÷èñëèòåëè ÿâëÿåòñÿ äîáàâëåíèå â ñèñòåìó
ïîääåðæêè íîâîãî âèäà ÔÊ, èñïîëíÿåìûõ íà ñïåöâû÷èñëèòåëå. Òîãäà ñèñòåìà êîíñòðó-
èðîâàíèÿ ìîæåò âçÿòü íà ñåáÿ çàáîòû ïî èíèöèàëèçàöèè è îñâîáîæäåíèþ ðåñóðñîâ âû-
÷èñëèòåëÿ, ïåðåäà÷å äàííûõ (çíà÷åíèé ïåðåìåííûõ) â ïàìÿòü ñïåöâû÷èñëèòåëÿ è îáðàò-
íî, îòñëåæèâàòü ðàçìåùåíèå çíà÷åíèé ïåðåìåííûõ â ïàìÿòè öåíòðàëüíîãî ïðîöåññîðà è
ïàìÿòè ñïåöâû÷èñëèòåëÿ è îïòèìèçèðîâàòü èõ ïåðåìåùåíèå, ïëàíèðîâàòü ðàñïðåäåëåíèå
âû÷èñëèòåëüíîé íàãðóçêè ïî ðàçíûì óñòðîéñòâàì, âûïîëíÿòü ñèíõðîíèçàöèþ ïðîöåññîâ è
ò. ï. Òàêàÿ àâòîìàòèçàöèÿ âîçìîæíà áëàãîäàðÿ òîìó, ÷òî â îñíîâå êîíñòðóèðîâàíèÿ ëåæèò
ÂÌ, ÿâíî îïèñûâàþùàÿ ïåðåìåííûå, îïåðàöèè è ÔÊ.

Â òàêîé ïîñòàíîâêå çàäà÷è ðàçðàáàòûâàòü êîä íà ñïåöâû÷èñëèòåëå âñå åùå äîëæåí
ïîëüçîâàòåëü. Íî â äàííîì ñëó÷àå ïîëüçîâàòåëü äîëæåí ðàçðàáîòàòü òîëüêî ò. í. ¾ÿäðî¿
(kernel) � òîëüêî âû÷èñëåíèÿ, áåç íåîáõîäèìîñòè ñèíõðîíèçàöèè ïðîöåññîâ èëè ïåðåäà÷è
äàííûõ ìåæäó ïàìÿòÿìè êîìïüþòåðà. Ê òîìó æå, ðàçðàáîòêà îäíîãî ìîäóëÿ äëÿ ñïåöâû-
÷èñëèòåëÿ � ýòî ñóùåñòâåííî ïðîùå, ÷åì åãî âñòðàèâàíèå â îáû÷íóþ ïðîãðàììó.

Ïðè ýòîì êîíöåïöèÿ àêòèâíûõ çíàíèé îáëàäàåò ïðåèìóùåñòâàìè, êîòîðûå ðàñïðîñòðà-
íÿþòñÿ è íà ïðîãðàììû ñî ñïåöâû÷èñëèòåëÿìè. Âî-ïåðâûõ, ýòî âîçìîæíîñòü àâòîìàòè-
÷åñêè îáåñïå÷èâàòü äèíàìè÷åñêóþ áàëàíñèðîâêó íàãðóçêè íà óñòðîéñòâà (ÿäðà öåíòðàëü-
íîãî ïðîöåññîðà è ñïåöâû÷èñëèòåëü). Â ðàáîòàõ [5, 6] ïîêàçûâàëîñü, êàê íà îñíîâå êîí-
öåïöèè àêòèâíûõ çíàíèé îáåñïå÷èâàåòñÿ äèíàìè÷åñêàÿ áàëàíñèðîâêà íàãðóçêè íà óçëû
ìóëüòèêîìïüþòåðà. Ýòîò æå ïîäõîä ìîæåò áûòü èñïîëüçîâàí è äëÿ ñïåöâû÷èñëèòåëÿ.
Âî-âòîðûõ, ýòî äîïîëíèòåëüíûå âîçìîæíîñòè îòëàäêè. Íàïðèìåð, ïîëüçîâàòåëü ìîæåò
îáðàòèòüñÿ ê ñòîðîííåìó ñïåöèàëèñòó èëè ïðîãðàììíûì èíñòðóìåíòàì äëÿ ñîçäàíèÿ ÔÊ
äëÿ ñïåöâû÷èñëèòåëÿ èç îáû÷íîãî ÔÊ. Òîãäà â ðåæèìå îòëàäêè âîçìîæíî àâòîìàòè÷å-
ñêè ñðàâíèâàòü ðåçóëüòàòû ðàáîòû îáû÷íîãî è ñïåöèàëèçèðîâàííîãî ÔÊ. Â-òðåòüèõ, ýòî
îïòèìèçàöèÿ ïðîãðàìì íà îñíîâå ïðîôèëèðîâàíèÿ. Íàïðèìåð, âîçìîæíî àâòîìàòè÷åñêè
ñîáèðàòü èíôîðìàöèþ î âðåìåííûõ è ïðî÷èõ õàðàêòåðèñòèêàõ èñïîëíåíèÿ ÔÊ, ïîñëå ÷åãî
ïîâòîðíî êîíñòðóèðîâàòü ïðîãðàììó ñ áîëåå ýôôåêòèâíûì ðàñïðåäåëåíèåì âû÷èñëåíèé
íà öåíòðàëüíûõ ïðîöåññîðàõ è ñïåöâû÷èñëèòåëÿõ. Òàêæå â ñèñòåìó âîçìîæíî âñòðàè-
âàòü ïîääåðæêó ðàçëè÷íûõ ïðîäâèíóòûõ òåõíèê îïòèìèçàöèè âû÷èñëåíèé (àñèíõðîííûå
ïåðåäà÷è äàííûõ, òåõíèêè òèïà CUDA Graph è ò. ï.) áåç íåîáõîäèìîñòè ïîëüçîâàòåëþ
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Рис. 2. Схема обработки LuNA-программы системой

äàæå çíàòü î òàêèõ òåõíèêàõ. Ýòà âîçìîæíîñòü îáåñïå÷èâàåòñÿ áëàãîäàðÿ òîìó, ÷òî â áà-
çå àêòèâíûõ çíàíèé ñîäåðæèòñÿ äîñòàòî÷íî èíôîðìàöèè äëÿ òîãî, ÷òîáû ïðèìåíÿòü ýòè
òåõíèêè.

2. Система LuNA и поддержка спецвычислителей. Êðàòêî ðàññìîòðèì âîïðîñ
ðåàëèçàöèè ïîääåðæêè ñïåöâû÷èñëèòåëåé â ñèñòåìå LuNA. Îïèñàíèå ÂÌ íà ÿçûêå LuNA
èìååò ñëåäóþùèé âèä (ëèñòèíã 1).

Листинг 1. Ïðèìåð LuNA-ïðîãðàììû.

01 : import in i t_matr ix (name , int ) ;
02 : import mat_mat_mul( value , value , name , int )

: DEV_ID @ { annotat ions } ;
03 : import p r i n t ( value , int ) ;
04 :
05 : sub main ( int matSize ) {
06 : df matA , matB , matC ;
07 : in i t_matr ix (matA , matSize ) ;
08 : in i t_matr ix (matB , matSize ) ;
09 : mat_mat_mul(matA , matB , matC , matSize )

@ { annotat ions } ;
10 : p r i n t (matC , matSize ) ;
11 : }

Íà ñòðîêàõ 1�3 îáúÿâëÿþòñÿ ÔÊ, êîòîðûå îïðåäåëÿþòñÿ â äðóãèõ ôàéëàõ â âèäå C++-
ïðîöåäóð. Íà ñòðîêàõ 7�10 îïðåäåëÿþòñÿ îïåðàöèè. Òàêæå â ñòðîêå 9 îïðåäåëÿþòñÿ àí-
íîòàöèè (ïîñëå ñèìâîëà @), êîòîðûå ïîçâîëÿþò çàäàâàòü íåôóíêöèîíàëüíûå ïàðàìåòðû
îïåðàöèé. Äîïîëíèòåëüíûå ïàðàìåòðû, óêàçàííûå íà ñòðîêå 2, áóäóò ðàññìîòðåíû ïîçæå.

Ôàéë ñ îïèñàíèåì LuNA-ïðîãðàììû âìåñòå ñ ôàéëàìè ñ îïðåäåëåíèÿìè ÔÊ îáðàáà-
òûâàþòñÿ ðàçíûìè êîìïîíåíòàìè ñèñòåìû LuNA òàê, êàê ýòî ïîêàçàíî íà ðèñ. 2.

Ïîäàííûå íà âõîä LuNA-ïðîãðàììà è ÔÊ ñíà÷àëà îáðàáàòûâàþòñÿ òðàíñëÿòîðîì
(êëþ÷åâûì êîìïîíåíòîì êîòîðîãî ÿâëÿåòñÿ генератор кода), çàòåì êîìïèëÿòîðîì ÿçû-
êà ïðîãðàììèðîâàíèÿ C++. Â ðåçóëüòàòå ãåíåðèðóåòñÿ èñïîëíÿåìîå ïðåäñòàâëåíèå ïðî-
ãðàììû â âèäå ìàøèííîãî êîäà, êîòîðîå ñîäåðæèò ôðàãìåíòû êîäà è äðóãèå ïðîöåäóðû,
êîòîðûå ïîçâîëÿþò óïðàâëÿòü èñïîëíåíèåì ïðîãðàììû.

Äàëåå èñïîëíèòåëüíàÿ ñèñòåìà çàãðóæàåò è èñïîëíÿåò òàêîå ïðåäñòàâëåíèå ñ èñïîëü-
çîâàíèåì пула потоков.

Â ðàáîòå â êà÷åñòâå ÷àñòíîãî ñëó÷àÿ ñïåöâû÷èñëèòåëÿ ðàññìàòðèâàåòñÿ ïðîöåññîð
Huawei Ascend êàê ïðåäñòàâèòåëü ñîâðåìåííûõ íåéðîííûõ ïðîöåññîðîâ. Äàëåå â ïîäðàç-
äåëå ïîä спецвычислителем (СВ) ïîäðàçóìåâàåòñÿ ïðîöåññîð Huawei Ascend.
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Принцип работы с СВ. Îñíîâíûì ïîíÿòèåì, îïèñûâàþùèì âû÷èñëåíèÿ äëÿ ÑÂ,
ÿâëÿåòñÿ оператор. Îïåðàòîðû îïèñûâàþòñÿ îòäåëüíî îò ïðèêëàäíîé ïðîãðàììû â ñïå-
öèàëüíîì ôîðìàòå [7]. Íà îñíîâå ýòîãî ôîðìàòà ãåíåðèðóåòñÿ èñïîëíÿåìîå ïðåäñòàâëåíèå
îïåðàòîðà.

Ñèñòåìà Ascend1 ïîñòàâëÿåòñÿ ñî встроенными операторами, íàïðèìåð, îïåðàòîðîì
GEMM (GEneral Matrix Multiplication) äëÿ óìíîæåíèÿ ïëîòíûõ ìàòðèö. Îïåðàòîðû, êî-
òîðûå ïîëüçîâàòåëè îïèñûâàþò ñàìè â ñïåöèàëüíîì ôîðìàòå, äàëåå áóäåì íàçûâàòü соб-
ственными.

Äëÿ âçàèìîäåéñòâèÿ ñ ÑÂ â ïðèêëàäíûõ ïðîãðàììàõ èñïîëüçóåòñÿ áèáëèîòåêà
AscendCL [8], êîòîðàÿ ïîçâîëÿåò óïðàâëÿòü ïàìÿòüþ ÑÂ, çàïóñêàòü îïåðàòîðû íà ÑÂ
è ïð.

Åñòü äîïîëíèòåëüíûå íþàíñû, ñâÿçàííûå ñ èñïîëüçîâàíèåì ÑÂ â ïðèêëàäíûõ ïðîãðàì-
ìàõ. Â ÷àñòíîñòè, äëÿ ðàáîòû ñî ÑÂ òðåáóåòñÿ, ÷òîáû ïîòîê èñïîëíåíèÿ áûë ¾ïðèâÿçàí¿
ê íóæíîìó ÑÂ. Ýòî ïîçâîëÿåò ñâÿçàòü âûçîâû ïðîöåäóð áèáëèîòåêè AscendCL â ïîòîêå
ñ íóæíûì ÑÂ (ò. å. âûçîâû ïðîöåäóð ïî óïðàâëåíèþ ïàìÿòüþ, çàïóñêó îïåðàòîðà, è ïð.
áóäóò âûïîëíåíû íà ñâÿçàííîì ÑÂ).

Çà ñ÷åò àâòîìàòèçàöèè ñ ïîëüçîâàòåëÿ ñíèìàþòñÿ òðåáîâàíèÿ, ñâÿçàííûå ñ çíàíèåì
òàêîé ñïåöèôèêè èñïîëüçîâàíèÿ ÑÂ.

Поддержка СВ в системе LuNA. Äëÿ ïîääåðæêè ÑÂ òðåáóåòñÿ ðàñøèðèòü âîçìîæ-
íîñòè ñèñòåìû LuNA òàê, ÷òîáû ñèñòåìà ìîãëà ðàáîòàòü ñî ÑÂ áåç äîïîëíèòåëüíîãî âìå-
øàòåëüñòâà ïîëüçîâàòåëÿ (èíèöèàëèçèðîâàòü è îñâîáîæäàòü ðåñóðñû ÑÂ, îñóùåñòâëÿòü
ïåðåäà÷ó äàííûõ è áàëàíñèðîâêó âû÷èñëèòåëüíîé íàãðóçêè ìåæäó ÿäðàìè öåíòðàëüíîãî
ïðîöåññîðà è ÑÂ). Äëÿ ýòîãî áûë ââåäåí íîâûé òèï ÔÊ, êîòîðûé îïèñûâàåò âû÷èñëåíèÿ
äëÿ ÑÂ ñ ñîîòâåòñòâóþùèì ðàñøèðåíèåì ñèíòàêñèñà (ñì. ñòðîêó 2 ëèñòèíãà 1). Äëÿ àâ-
òîìàòèçàöèè èñïîëüçîâàíèÿ ÑÂ áûë ðàçðàáîòàí àëãîðèòì óïðàâëåíèÿ î÷åðåäÿìè çàäà÷
è ïîòîêàìè â ïóëå (ñì. ðèñ. 3). Àðõèòåêòóðà ñèñòåìû áûëà ðàñøèðåíà (ðèñ. 4), ÷òî ïîç-
âîëèëî äîáàâëÿòü ïîääåðæêó íîâûõ âèäîâ ñïåöâû÷èñëèòåëåé ïóòåì äîáàâëåíèÿ íîâîãî
ñëàáîñâÿçàííîãî ìîäóëÿ.

Автоматическая генерация вычислений для СВ. Îäíà èç îñíîâíûõ ñëîæíîñòåé
ðàáîòû ñî ÑÂ ïðîèñõîäèò èç ïðîöåññà ðàçðàáîòêè ÔÊ äëÿ ÑÂ. ÔÊ äîëæåí ñîîòâåòñòâî-
âàòü òðåáîâàíèÿì, êîòîðûå óñòàíîâëåíû ïðîèçâîäèòåëÿìè ÑÂ. Ïðè ýòîì åñëè òðåáóåòñÿ
èñïîëüçîâàòü äðóãîé ñïåöâû÷èñëèòåëü, òî òðåáîâàíèÿ ê ôîðìàòó ÔÊ äëÿ íåãî áóäóò äðó-
ãèìè.

Â ðàáîòå ïðåäëàãàåòñÿ ôîðìàò îïèñàíèÿ âû÷èñëåíèé CoFaNA (Code Fragment Notation
for Accelerator), êîòîðûé ïîçâîëÿåò îïèñûâàòü âû÷èñëåíèÿ äëÿ ÑÂ íà âûñîêîì óðîâíå
àáñòðàêöèè. Íà îñíîâå ýòîãî ôîðìàòà ãåíåðèðóåòñÿ ÔÊ äëÿ ÑÂ â íóæíîì ôîðìàòå. Òàêæå
ôîðìàò CoFaNA ïîäõîäèò äëÿ ãåíåðàöèè ÔÊ äëÿ äðóãèõ âèäîâ ñïåöâû÷èñëèòåëåé.

Ñòðóêòóðà ôîðìàòà CoFaNA ïðåäñòàâëåíà íà ëèñòèíãå 2 íèæå.
Листинг 2. Ñòðóêòóðà ôîðìàòà CoFaNA.

01 : name OperatorName
02 : types t_ f l o a t s f l o a t 1 6 f l o a t double
03 : types t s_int s i n t
04 : l o c a l v a r input t_ f l o a t s X0loca l [=1] s i z e=sX0 loca l

1Под системой Ascend подразумевается некоторое программное обеспечение, которое позволяет регу-
лировать работу процессоров Ascend.



82 Параллельное системное программирование и вычислительные технологии

Рис. 3. Схема распределения задач с использованием трех очередей для каждого типа задач

Рис. 4. Схема расширения архитектуры системы LuNA для поддержки спецвычислителей

05 : opvar input t_ f l o a t s X0 [=1] s i z e=sX0
06 : opvar input t_ints M0 [ 1 ] s i z e=sM0
07 : opvar output t_ f l o a t s X imp l i c i t [ sX0 [ 0 ] ] s i z e=sX
08 : opvar output t_ f l o a t s X1 imp l i c i t [ sX0 [ 0 ] ] s i z e=sX1
09 : r u l e f l o a t f l o a t i n t > f l o a t f l o a t
10 :
11 : __header__
12 : . . .
13 : __end__
14 :
15 : __before__
16 : . . .
17 : __end__
18 :
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19 : __operator__
20 : __cpu__
21 : . . .
22 : __end__
23 : __npu__
24 : . . .
25 : __end__
26 : __end__
27 :
28 : __operator__ BuiltinOperatorName
29 : var input X imp l i c i t [ sX0 [ 0 ] / 2 ]
30 : var input M0 e x p l i c i t [ 1 ]
31 : var output X1 imp l i c i t [ sX0 [ 0 ] ]
32 : r u l e f l o a t i n t f l o a t > complex64 i n t f l o a t
33 : __start__
34 : . . .
35 : __end__
36 :
37 : __after__
38 : . . .
39 : __end__

Â ñòðîêàõ 1�9 ðàñïîëîæåíà ñåêöèÿ ñ ìåòàèíôîðìàöèåé. Â ñòðîêàõ 11�39 ðàñïîëîæåíà
ñåêöèÿ ñ âû÷èñëåíèÿìè. Â ìåòàèíôîðìàöèè îïèñûâàþòñÿ òàêèå êîìïîíåíòû, êàê íàçâàíèå
îïåðàòîðà, ïàðàìåòðû è èõ äîïóñòèìûå òèïû, à òàêæå ñïèñîê êîìáèíàöèé òèïîâ, êîòî-
ðûå áóäóò èñïîëüçîâàòüñÿ â ïðîãðàììå. Ñåêöèÿ ñ âû÷èñëåíèÿìè ñîäåðæèò ÷åòûðå òèïà
âû÷èñëåíèé: âû÷èñëåíèÿ ïåðåä çàïóñêîì îïåðàòîðîâ íà ÑÂ, âû÷èñëåíèÿ äëÿ ñîáñòâåí-
íîãî îïåðàòîðà, èñïîëüçîâàíèå âñòðîåííûõ îïåðàòîðîâ è âû÷èñëåíèÿ ïîñëå çàïóñêà âñåõ
îïåðàòîðîâ íà ÑÂ.

Ïðåäñòàâëåííûå ðåçóëüòàòû àâòîìàòèçàöèè èñïîëüçîâàíèÿ ÑÂ áûëè ÷àñòè÷íî îïóáëè-
êîâàíû â ðàáîòå [9].

3. Тестирование программ с использованием процессора Huawei Ascend. Òå-
ñòèðîâàíèå ïðîãðàìì, èñïîëüçóþùèõ ïðîöåññîð Ascend, ïðîâîäèëîñü íà çàäà÷àõ áëî÷íîãî
óìíîæåíèÿ ïëîòíûõ ìàòðèö è êîððåëÿöèîííîé ñâåðòêè ñåéñìîòðàññ [10]. Öåëüþ òåñòèðî-
âàíèÿ âûñòóïàåò ñðàâíåíèå ðó÷íûõ C++-ðåàëèçàöèé è LuNA-ðåàëèçàöèé, à òàêæå ñðàâ-
íåíèå èñïîëüçîâàíèÿ öåíòðàëüíûõ ïðîöåññîðîâ è ïðîöåññîðîâ Ascend äëÿ ðåøåíèÿ çàäà÷
íà ïðåäìåò îöåíêè êà÷åñòâà ïðè ïðèìåíåíèè êîíöåïöèè àêòèâíûõ çíàíèé. Îñíîâíîé ìåò-
ðèêîé ñðàâíåíèÿ âûñòóïàåò âðåìÿ ðàáîòû ïðîãðàìì.

Çàïóñêè áûëè âûïîëíåíû íà ñåðâåðå Atlas 800 (ìîäåëü 9000), óñòàíîâëåííîì â ÈÂ-
ÌèÌÃ ÑÎ ÐÀÍ (ñì. îïèñàíèå íà ñòðàíèöå ëàáîðàòîðèè ÈÈÈÒ [11]).

Задача блочного умножения плотных матриц. Öåëü òåñòèðîâàíèÿ ýòîé çàäà÷è
çàêëþ÷àåòñÿ â ñðàâíåíèè ðó÷íîé ðåàëèçàöèè íà ÿçûêå C++ è àâòîìàòè÷åñêè êîíñòðóè-
ðóåìûõ ðåàëèçàöèé ñ èñïîëüçîâàíèåì ñèñòåìû LuNA. Òàêæå ñðàâíèâàåòñÿ èñïîëüçîâàíèå
ðàçíîãî êîëè÷åñòâà ïðîöåññîðîâ Ascend.

Äëÿ ýòîé çàäà÷è ìàòðèöû ðàçáèâàþòñÿ íà áëîêè, è óìíîæåíèå äâóõ áëîêîâ ðàññìàò-
ðèâàåòñÿ êàê îòäåëüíàÿ ïëàíèðóåìàÿ çàäà÷à. Â êà÷åñòâå ñðàâíåíèÿ âûñòóïàþò òðè ðå-
àëèçàöèè: 1) ðåàëèçàöèÿ íà C++ òîëüêî ñ âû÷èñëåíèÿìè íà ïðîöåññîðå Ascend (C++-
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NPU ðåàëèçàöèÿ); 2) ðåàëèçàöèÿ íà LuNA òîëüêî ñ âû÷èñëåíèÿìè íà ïðîöåññîðå Ascend
(LuNA-NPU ðåàëèçàöèÿ); 3) ðåàëèçàöèÿ íà LuNA òîëüêî ñ âû÷èñëåíèÿìè íà öåíòðàëüíîì
ïðîöåññîðå (LuNA-CPU ðåàëèçàöèÿ).

Задача корреляционной свертки сейсмотрасс. Öåëü òåñòèðîâàíèÿ ýòîé çàäà÷è
çàêëþ÷àåòñÿ â ïðèìåíåíèè êîíöåïöèè àêòèâíûõ çíàíèé äëÿ ðåàëüíîé ïðèêëàäíîé çàäà÷è.
Ýòà çàäà÷à, êàê îïèñàíî â [10], âûïîëíÿåò âû÷èñëåíèå âçàèìíîêîððåëÿöèîííîé ôóíêöèè
è áûñòðîãî ïðåîáðàçîâàíèÿ Ôóðüå (FFT). Â êà÷åñòâå ñðàâíåíèÿ âûñòóïàþò òðè LuNA-
ðåàëèçàöèè: 1) Ñ èñïîëüçîâàíèåì âû÷èñëåíèé íà öåíòðàëüíîì ïðîöåññîðå (ïðè ýòîì, ýòà
ðåàëèçàöèÿ ðàáîòàåò ñîïîñòàâèìî ñ ðó÷íîé ðåàëèçàöèåé íà C++). 2) Ñ èñïîëüçîâàíèåì
ñîáñòâåííîãî îïåðàòîðà ïðîöåññîðà Ascend, â êîòîðûé áûëè äîáàâëåíû âû÷èñëåíèÿ èç
ïðåäûäóùåãî ñïîñîáà. 3) Ñ èñïîëüçîâàíèåì âñòðîåííûõ îïåðàòîðîâ ïðîöåññîðà Ascend
äëÿ âû÷èñëåíèÿ FFT.

Результаты тестирования. Íà ðèñ. 5, à, âèäíî, ÷òî íà áîëüøèõ ðàçìåðàõ ìàòðèö
èñïîëüçîâàíèå ïðîöåññîðà Ascend ïîçâîëÿåò ñíèçèòü âðåìÿ âûïîëíåíèÿ ïðîãðàììû ïî
ñðàâíåíèþ ñ èñïîëüçîâàíèåì öåíòðàëüíîãî ïðîöåññîðà.

Íà ðèñ. 5, á, ïîêàçàíî, ÷òî íà áîëüøèõ ðàçìåðàõ ìàòðèö èñïîëüçîâàíèå áîëüøåãî êî-
ëè÷åñòâà ïðîöåññîðîâ Ascend ïîçâîëÿåò ñíèçèòü âðåìÿ âûïîëíåíèÿ ïðîãðàìì â áîëüøåé
ñòåïåíè.

Íà ðèñ. 5, â, ïîêàçàíî ñðàâíåíèå ðåàëèçàöèé C++-NPU è LuNA-NPU ïðè èñïîëüçîâà-
íèè 4-õ ïðîöåññîðîâ Ascend. Ïî ãðàôèêó âèäíî, ÷òî íà áîëüøèõ ðàçìåðàõ ìàòðèö ðó÷íàÿ
C++-ðåàëèçàöèÿ ðàáîòàåò ñîïîñòàâèìî ñ LuNA-ðåàëèçàöèåé ñ òî÷êè çðåíèÿ âðåìåíè âû-
ïîëíåíèÿ.

Íà ðèñ. 5, ã, âèäíî, âîïðåêè îæèäàíèÿì àâòîðîâ, ÷òî âû÷èñëåíèå FFT íà ïðîöåññî-
ðå Ascend çíà÷èòåëüíî óñòóïàåò âû÷èñëåíèþ FFT íà öåíòðàëüíîì ïðîöåññîðå. Ïðè ýòîì
èñïîëüçîâàíèå âñòðîåííûõ îïåðàòîðîâ äëÿ FFT óñòóïàåò èñïîëüçîâàíèþ ñîáñòâåííîãî îïå-
ðàòîðà.

Â öåëîì ìîæíî îòìåòèòü, ÷òî ðàçðàáîòêà LuNA-ïðîãðàìì, èñïîëüçóþùèõ ïðîöåññîð
Ascend, òðåáóåò ìåíüøå òðóäîçàòðàò, ÷åì ðàçðàáîòêà ðó÷íûõ ðåàëèçàöèé, ïðè ýòîì ýòè
ðåàëèçàöèè ðàáîòàþò ñîïîñòàâèìî. Â áîëüøåé ñòåïåíè ýòîìó ñïîñîáñòâóåò ðàçðàáîòàííûé
ôîðìàò CoFaNA.

Заключение. Â ðàáîòå ðàññìîòðåí ïîäõîä àâòîìàòè÷åñêîãî èñïîëüçîâàíèÿ ñïåöâû-
÷èñëèòåëåé íà îñíîâå êîíöåïöèè àêòèâíûõ çíàíèé â ñèñòåìå LuNA. Áûëî âûïîëíåíî ðàñ-
øèðåíèå àðõèòåêòóðû ñèñòåìû LuNA äëÿ ïîääåðæêè ðàçëè÷íûõ ñïåöâû÷èñëèòåëåé.

Ðåàëèçîâàíà ïîääåðæêà ñïåöâû÷èñëèòåëÿ Huawei Ascend â ñèñòåìå LuNA. Äëÿ óïðî-
ùåíèÿ ðàáîòû ñ âû÷èñëåíèÿìè íà ïðîöåññîðå Huawei Ascend áûëè ïðåäëîæåíû ôîðìàò
CoFaNA è ïóë ïîòîêîâ, ïîääåðæèâàþùèé òàêèå âû÷èñëåíèÿ.

Íà ýòîì ïðèìåðå áûëî ïîêàçàíî, ÷òî íà îñíîâå êîíöåïöèè àêòèâíûõ çíàíèé ìîæåò áûòü
îáåñïå÷åíî àâòîìàòè÷åñêîå êîíñòðóèðîâàíèå ïðîãðàìì ñ èñïîëüçîâàíèåì ñïåöâû÷èñëèòå-
ëåé. Ïðè ýòîì ñ ïîëüçîâàòåëÿ ñíèìàåòñÿ ñóùåñòâåííîå êîëè÷åñòâî ðàáîòû, ñâÿçàííîé ñ
ïðèìåíåíèåì ñïåöâû÷èñëèòåëåé è òðåáóåþùåé äåòàëüíîãî çíàíèÿ èõ ðàáîòû. Ýòî ñóùå-
ñòâåííî óïðîùàåò ïðèìåíåíèå ñïåöâû÷èñëèòåëåé.

Ðåçóëüòàòû ýêñïåðèìåíòàëüíîãî èññëåäîâàíèÿ ïîäòâåðäèëè, ÷òî èñïîëüçîâàíèå ïðîöåñ-
ñîðà Huawei Ascend ïðè ðåøåíèè çàäà÷è áëî÷íîãî óìíîæåíèÿ ïëîòíûõ ìàòðèö ïîçâîëÿåò
çíà÷èòåëüíî ïîâûñèòü ýôôåêòèâíîñòü ïî ñðàâíåíèþ ñ èñïîëüçîâàíèåì òîëüêî CPU. Îñ-
íîâíûì ðåçóëüòàòîì òåñòèðîâàíèÿ ÿâëÿåòñÿ òî, ÷òî ïðîãðàììû, ïîñòðîåííûå àâòîìàòè-
÷åñêè, ïî ýôôåêòèâíîñòè îêàçàëèñü áëèçêè ê íèçêîóðîâíåâûì ðó÷íûì ðåàëèçàöèÿì íà
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а) б)

в)

г)

Рис. 5. (а)–(в) — зависимость времени работы программ (логарифмическая шкала) от размеров матриц,

(а) — LuNA-CPU на 1 ядре центр. проц. и LuNA-NPU на 1 проц. Ascend, (б) — LuNA-NPU на разном

количестве проц. Ascend, (в) — C++-NPU и LuNA-NPU на 4-х проц. Ascend; (г) — зависимость времени

работы алгоритма свертки от количества ресурсов и типа вычислений

C++. Ýòî ïîäòâåðæäàåò ïðèìåíèìîñòü êîíöåïöèè àêòèâíûõ çíàíèé äëÿ ðåøåíèÿ òàêèõ
çàäà÷ àâòîìàòè÷åñêîãî êîíñòðóèðîâàíèÿ ïðîãðàìì.

Ðàññìîòðåííûé â ðàáîòå ïîäõîä íà îñíîâå àêòèâíûõ çíàíèé ÿâëÿåòñÿ íå åäèíñòâåííûì
ñïîñîáîì ðåàëèçàöèè ïîääåðæêè ñïåöâû÷èñëèòåëåé. Ýòà ïðîáëåìà èññëåäóåòñÿ è ðåøàåòñÿ
â ðàçíîé ñòåïåíè â ðàçíûõ ñèñòåìàõ è êîìïèëÿòîðàõ. Â ñèñòåìå Mindspore [12], â êîòîðîé
âñå ïðîãðàììû ðåàëèçóþòñÿ íà ÿçûêå Python, ðåàëèçóåòñÿ ïîääåðæêà ðàññìîòðåííîãî ïðî-
öåññîðà Huawei Ascend äëÿ ðåøåíèÿ çàäà÷ ìàøèííîãî îáó÷åíèÿ. Òàêæå ïîääåðæêó Huawei
Ascend ðåàëèçóåò êîìïèëÿòîð DPC++ [13]. Â [14] ïðèâîäèòñÿ ñðàâíåíèå ðàçëè÷íûõ ñèñòåì
àâòîìàòè÷åñêîãî êîíñòðóèðîâàíèÿ ïàðàëëåëüíûõ ïðîãðàìì, îáåñïå÷èâàþùèõ ïîääåðæêó
ãðàôè÷åñêèõ óñêîðèòåëåé (GPU): Charm++ [15], Legion [16], StarPU [17], StarSS [18].

Â îòëè÷èå îò êîíöåïöèè àêòèâíûõ çíàíèé, êîòîðàÿ ïîçâîëÿåò àâòîìàòè÷åñêè êîíñòðó-
èðîâàòü ýôôåêòèâíûå ïðîãðàììû â ðàçíûõ ïðåäìåòíûõ îáëàñòÿõ (çà ñ÷åò ðàçðàáîòêè ðàç-
íûõ áàç àêòèâíûõ çíàíèé), â ïðåäñòàâëåííûõ âûøå ñèñòåìàõ óïîð èäåò íà àâòîìàòèçàöèþ
êîíñòðóèðîâàíèÿ ýôôåêòèâíûõ ïðîãðàìì îãðàíè÷åííîãî ÷èñëà ïðåäìåòíûõ îáëàñòåé (êî-
òîðûå îïðåäåëÿþò îáëàñòü ïðèìåíåíèÿ ñèñòåìû). Îòäåëüíî çäåñü ñòîèò îòìåòèòü ñèñòåìó
Legion, êîòîðàÿ ïîçâîëÿåò ýôôåêòèâíî ðàáîòàòü ñ ðàçíûìè ïðåäìåòíûìè îáëàñòÿìè, íî ñ
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òðåáîâàíèåì îò ïîëüçîâàòåëÿ ïðîäåëûâàòü íåêîòîðûå ýòàïû êîíñòðóèðîâàíèÿ ïðîãðàììû
âðó÷íóþ.

Â äàëüíåéøåì ïëàíèðóåòñÿ ðåàëèçîâûâàòü ïîääåðæêó äðóãèõ ñïåöâû÷èñëèòåëåé è
ïðè íåîáõîäèìîñòè ðàñøèðÿòü ïîäñèñòåìó ïîääåðæêè ñïåöâû÷èñëèòåëåé.
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основных результатов, место работы, занимаемую должность, контактные данные — почтовый адрес с
индексом, адрес электронной почты, контактный телефон).

Подготовка статьи.

1. Материал статьи должен быть изложен в следующей последовательности:

1.1. название статьи на английском языке;

1.2. инициалы и фамилия автора(ов) на английском языке;

1.3. место работы автора(ов) (на английском языке): полное наименование организации, индекс, город,
страна;

1.4. англоязычная аннотация;

1.5. ключевые слова на английском языке;

1.6. references+транслитерация неанглоязычных элементов списка литературы;

1.7. название статьи на русском языке;

1.8. инициалы и фамилии и авторов;



1.9. место работы авторов: полное наименование организации, почтовый индекс, город, страна;

1.10. индекс УДК;

1.11. аннотация на русском языке;

1.12. ключевые слова (не более 8);

1.13. текст статьи;

1.14. список литературы, оформленный в соответствии с требованиями ГОСТ;

1.15. краткие биографии авторов на английском и русском языках с указанием ключевых научных
достижений (ученую степень, ученое звание — при наличии; место работы, занимаемую должность, кон-
тактные данные — почтовый адрес с индексом, адрес электронной почты, контактный телефон, основные
области научных интересов и формулировка основных результатов).

2. Требования к формулам:

— Нумерация формул сквозная, выносные формулы центрируются, номер выровнен по правому краю.

3. Требования к рисункам:

— Файлы с рисунками присылаются отдельно в формате программ, в которых они были выполне-
ны: в формате MS Excel (для графиков и диаграмм), eps, pdf, png, tiff, bmp или jpeg (с максимальным
качеством).

— Рисунки с подрисуночными подписями заверстываются в текст статьи.

— Тексты, являющиеся частью рисунка, выполняются шрифтом TimesNewRoman.

— Фотографии должны иметь разрешение не менее 300 dpi.

4. Дополнительные требования:

— В текст статьи необходимо включать ссылки на рисунки и таблицы, а также подрисуночные под-
писи и заголовки таблиц. Все буквенные обозначения, приведенные на рисунках, необходимо пояснить в
основном тексте или в подрисуночных подписях.

— Сокращения слов не допускаются (кроме общепринятых).

— Векторные переменные обозначаются полужирным шрифтом без курсива.

— Таблицы не должны быть громоздкими. Значения физических величин в таблицах, на графиках и
в тексте должны указываться в единицах измерения СИ.

— Графики, если их на рисунке несколько, а также отдельные детали на чертежах, узлы и линии на
схемах следует обозначать цифрами, набранными курсивом.

— Нумеровать следует только те формулы и уравнения, на которые имеются ссылки в тексте, нуме-
рация сквозная.

— Ссылки на источники в тексте заключаются в квадратные скобки.

— Иностранные источники приводятся на языке оригинала. Ссылки на неопубликованные работы не
допускаются.

Все статьи, опубликованные в журнале «Проблемы информатики», доступны на сайте https://

elibrary.ru/title_about.asp?id=30275 и на сайте журнала http://problem-info.sscc.ru спустя год
после опубликования.

Пример оформления статей можно посмотреть на сайте журнала http://problem-info.sscc.ru.




